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| NTRODUCTI ON TO PROPOSED DOD STANDARD H- FP

Status O This Menp

Thi s RFC suggests a proposed protocol for the ARPA-Internet
conmuni ty, and requests discussion and suggestions for inprovenents.
Distribution of this meno is unlimted.

| mportant Prefatory Note

The broad outline of the Host-Front End Protocol introduced here and
described in RFC 929 is the result of the deliberations of a nunber
of experienced H FP designers, who sat as a conmttee of the DoD
Prot ocol Standards Techni cal Panel under the author’s chairmanship.
The particular protocol to be described is, however, the result of
the deliberations of a snall, ad hoc group, who sat as a de facto
subcomm ttee of the HFP committee, also under the author’s

chai rmanshi p. The protocol, then, follows the consensus of the ful
group as to what the new H FP should "l ook like," but has not
benefitted from pai nstaki ng study by a | arge nunber of experienced
H FP designers and inplementers. (It has been | ooked at before

rel ease as an RFC by several of them though.) Even if that were not
the case, it would still be the intent of the designers that the
protocol be subjected to multiple test inplenentations and probabl e
iteration before being agreed upon as any sort of "standard"
Therefore, the first order of business is to declare that THHS IS A
PROPCSAL, NOT A FI NAL STANDARD, and the second order of business is
to request that any readers of these documents who are able to do
test inplenmentations (a) do so and (b) coordinate their efforts with
the author (617-271-2978 or Padlipsky@SC-1SI. ARPA.).

Hi st ori cal / Phil osophi cal Cont ext

Late in May of 1971, the author was presenting a status report on
whet her the Multics ARPANET inpl ementation would be ready by the
July 1 deadline declared by the sponsor earlier that nonth. Sone
controversy devel oped over the fact that the Multics "NCP" (Network
Control Program-actually a blanket term covering the Host-Host and
Host-1 MP protocol interpreters) did not queue requests for
connections. As the specification explicitly declared the topic to
be one of inplenentors’ choice, the author attenpted to avoid the
argunent by asking the interrogator what he was up to these days.
The answer was, "OCh, |’mworking on the H gh-Speed Mdul ar | MP now'
(later the Pluribus IMP). And the proverbial coin dropped: The
author replied, "I've got a great idea. Now that we’ve got sone
space to programin the IMP, why don't we separate out nost of the
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NCP and do it outboard: the only thing that really matters in the
Host is associating sockets with processes, and if we had common

i npl enentations of all the bit-diddling stuff in the | MPs, we

woul dn’t have di sputes over the interpretation of the spec and we'd
al so save a |ot of Host CPU cycles!"

As far as the author knows, that incident was the begi nning of what
cane to be called "Network Front-Ends" and, nore recently, "Qutboard
Processi ng Environnents." (The nane change, by the way, was
notivated by a desire to prevent further confusion between NETWORK
Front Ends--al ways conceived of as distributed processi ng nmechani sns
for the offloading of interconputer networking protocols from
Hosts--and traditional comunications front-ends, which have no
connot ati on of bearing protocol interpreters invokable by Host-side
prograns.) At least, the idea was original to himand he later was a
princi pal designer and the primary author of the first Host-Front End
Protocol. So, on the one hand, the present docunent night be marred
for sone readers by undertones of parental pride, but on the other
hand, if you like primary sources....

The evol ution of the outboard processing idea has been dealt with
el sewhere [1]. For present purposes, it should suffice to observe
that sone hal f-a-dozen inplenmentors of "NFE s" of various sorts are
known to the author to have net with success. The topic of why use
an explicit protocol in the first place (as opposed to enulating a
devi ce, or devices, already known to the Host/operating system
deserves a word or two here, however. ([2] deals with it in nore
general terms.) The crucial consideration is that in the genera
case you wind up "not doing real networking" if you attach a Host to
a network by known device enul ation, where real networking is taken
to nean what has been called "resource sharing" in the ARPANET
literature, and what appears to be dubbed "open system

i nterconnection” inthe ISOliterature: Qperating systens’ built-in
assunpti ons about known devi ces--whether termnals, ternina
controllers, or RJE stations--tend to get in the way of the sort of
process-process and eventual | y procedure-procedure comunications
that serve as the basis for applications nore interesting than sinmple
renote login. To those unfamliar with the outboard processing
approach, the premse that the way to attach is via an explicit
protocol may be difficult to accept, but to those who have done it,
it makes al nost perfect sense.

To those, by the way, who have worked in interconputer networking
fromthe perspective of inboard (Host-side) inplenmentations of
protocol suites, the outboard processing idea often seens to lead to
| ess than optinmal results, especially as to naxim zing throughput.
And it is difficult to argue that if a given Host were well and truly
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fine-tuned to "do networking" the insertion of an extra processor
could somehow | ead to better networking. However, for Hosts where
conservation of CPU cycles is an issue, or even where nenory is
scarce (i.e., where it’'s desirable to conserve the resources being
shared), outboarding is clearly the way to go. For that matter,

vi ewi ng out board processing aright (as a formof distributed
processing) it can be argued that even for extremely powerful
"intelligent work stations"/"personal conmputers” which have the
resources to spare it still nakes sense to outboard in order not to
have to do new i npl enentations of entire protocol suites for each new
such system -al ways assum ng, of course, that the Host-Front End
protocol in play is noticeably | ess conplex than the of fl oaded

pr ot ocol s.

None of this is nmeant to inply that outboard processing is the ONLY

way to do interconputer networking, of course. It is, however, neant
to suggest that outboard processing can be advantageous in a nunber
of contexts. Indeed, given the joint advents of nicroprocessors and

Local Area Networks, a generic bus interface unit which also plays
the role of a NFE (that is, is an Qutboard Processing Environnent)
even allows for the original intent of "offloading to the IMP" to be
realized, so that a free-standing, possibly fairly expensive NFE need
not be interposed between Host and net. Note, by the way, that
nothing in the OPE approach requires that ALL Hosts enpl oy OPEs. That
is, the only protocols "seen" beyond the Comm Subnet Processor are
the common interconputer networking protocols (e.g., all DDN I MPs see
and read | P datagranms). H-FP is strictly a matter between a Host and
its OPE.

It is also inportant to be aware that, given the advent of severa
different suites of protocols in the networking world, it mght well
be the case that the only reasonable way to achieve
"interoperability" mght well be to use a suitable HFP (such as the
one to be presented in the conpanion RFC) and an Qutboard Processing
Envi ronment which is capable of parallel invocation of protcol suites
(with the choice of suite for a given connection being dependent, of
course, on the native suite of the desired target Host and/or
application).

The unquesti onabl e advant ages, then, of the approach, based on ten or
nore years of experience and analysis, would seemto be as

foll ows--always recalling the assunption that the work to inpl enent
and execute the HFP in play is snmall conpared to the full protoco
suite in question: As noted, conmon inplenmentation of a protoco
suite has the automatic advantage of nutual consistency; further
particularly in the DOD context, it's far easier to procure commobn
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i mpl enent ati ons of standard protocols than to procure different ones
on a per-Host type basis. Also as noted, if the resources to be
shared are viewed as being the participating Hosts’

CPU cycl es and nenories, these resources are conserved by doing as
much as possible of the networking protocols in an OPE rather than in
the mai nfrane. Another, |ess evident advantage is that having an OPE
effectively insulates a Host agai nst changes in the

out boar ded/ of f| oaded protocol s--or even changes of the protocols,
shoul d the nascent international protocol standards ever mature
sufficiently to supplant the in-place DOD standards. (That is, given
an abstract enough interface--in the spirit of the Principle of
Layering--a Host could, for exanple, go fromdoing TCP as its
"Host - Host" protocol to, say, ECMA Class 4 as its "Transport™

protocol w thout taking any particul ar cogni zance of the change,
however unattractive such a change would be to advocates of the
APRANET Ref erence Mddel such as the author. See [3] for nore on the

i mplied "Reference Model " issues.) Finally, although a few rather
speci al i zed points could al so be adduced, it should be noted that for
network security architectures which are predicated on the ability to
control all neans of egress fromand ingress to "the net", uniform
use of OPEs is clearly desirable.

If we can stipulate that an OPE is/can be a good thing, then the
remai ning problemis just what the protocol interpreted by a Host and
its OPE ought to be, once it’s observed that a standard protocol is
desirable in order to allow for as nmuch commonal ity as possi bl e anong
Host-side interpreters of the protocol. That is, we envision the
evol ution of paradigmatic HFP Pls which can nore or |ess
straightforwardly be integrated with various operating systens, on
the one hand, and the ability sinply to transplant an HHFP Pl from
one instance of a given operating systemto other instances of the
sane system much as is currently being attenpted in the DODI IS NFE
program Again, the najor notivation in the DOD context is the

m ni m zi ng of procurenent problens.

Techni cal Cont ext

As noted, sone hal f-a-dozen Host-Front End protocols have been seen
by the author. Indeed, in Decenber of 1982, a neeting was convened
to allow the devel opers of those HFPs to conpare their experiences,
with an eye to coming up with a proposal for a DOD standard H FP
this paper is a direct result of that nmeeting. |In the current
section, we present the consensus of the meeting as to the broad
outline of the protocol; in the acconpanyi ng docunent, the current
versi on of the proposed protocol will be presented, as detailed by
the author and Richard Mandel |l and Joel Lilienkanp (both of SDC)
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Note, by the way, that in sone sense we shoul d probably have changed
the name fromH FP to H OPEP (or sonething), but the habit of saying
"H FP" seens too deeply engrained, despite the fact that it does seem
worthwhile to stop saying "NFE' and start saying "OPE." (Besides,

H OPEP | ooks rather silly.)

A final prelimnary: all the designers and inplenmentors of H FPs
present at the Decenber meeting concurred that the true test of any
protocol is how well it inmplenments. Therefore, until severa

i mpl enent ati ons of the "new' protocol have been perfornmed and
assessed, it must be understood that the proposed protocol is
precisely that: a proposal, not a standard.

Not too surprisingly, the first point on which consensus was reached
is that there are three separable aspects (or "layers") to an HFP

At bottom there nust be sone physical neans for conveying bits from
Host to OPE and from OPE to Host. As it has always been a prenise of
out board processing that the Host’s conveni ence i s paranount, just
what this physical layer is can vary: typically, a bit-seria
interface is customary, but parallel/DVA interfaces, if available for
the Host and interfaceable to a given OPE, are fair gane. (So would
teleporting the bits be, for that natter.)

In the nmiddle, there nust be a layer to nanage the nultipl exi ng of
network "connections” and the control of the flow between Host and
OPE. If we agree to call the |lowest |layer the Link and the m ddle

| ayer the Channel, one thing which nmust be noted is that between the
two of them the Link and Channel |ayers nust be responsible for
reliably conveying the bits between Host and OPE. After all, an OPE d
Host shoul d not be "weaker" than one with an inboard inplenmentation
of a robust Host-Host protocol such as TCP. It should be noted that
any Host which "comes with" a suitable inplenentation of the X 25
interface protocol (where the definition of "suitable" is rather too
conplex to deal with here) could, given an OPE conditioned to accept
it, quite cheerfully satisfy the requirenments of the | ower two
layers. This is not to say that X 25 "is" the nmechani zation of HFP s
Li nk and Channel |ayers, however; nerely that it could be used. The
protocol spec itself will detail an alternative, |ess cunmbersone
channel layer for Hosts which don’'t have or want X 25.

The top layer of HFP is the nost inmportant: we refer to it as the
Conmand | ayer. Here is where the peer HFP nodules in a given Host
and OPE conmmuni cate with each other. |ndeed, the segregation of JUST
mul tiplexing and flow control (plus reliability) into the Channe
Layer is done--in addition to making it easier for Hosts that possess
preexi sting software/ hardware which could be turned to the
purpose--so as to clarify "what the HFP is": it’'s the commands and
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responses of the Command | ayer wherewith the Host’s processes are
able to mani pul ate the outboard inplenentations of the menbers of a
protocol suite. The use of the phrase "commands and responses"” is
rather significant, as it happens. For in the protocol to be proposed
for DOD standardi zation, unlike all but one of its predecessors,

bi nary encoded "headers" are not enployed; rather, the H FP commands
are indeed ASCI| strings, and the responses (follow ng the practice
of ARPANET FTP) ASCl | -encoded nunbers.

There are various reasons for this departure, which initially stemed
froma desire to have the sane NFE be usable for ternminal traffic as
wel | as Host offloading, but the one that seened to dom nate when
consensus was arrived on it as the basis for the new standard is that
it is very much in the original spirit of HFP. That is, if you want
to "nmake things as easy as possible for the Host", it nakes a great
deal of sense to offload in a fashion that only requires sone sort of
scenario or script ("exec-cont/"conmmand file"/"shell command" are
approxi mati ons on sone systens) in the Host, rather than requiring a
program possibly of nore conplexity than we would like. This is not
to say that we envision all--or even nost--Hosts will take the
scenari o approach to H FP nmechani zation, but rather that the command
orientation chosen allows for the possibility. (It would be useful to
recall that the Channel |ayer does all the necessary

mul ti pl exi ng/ demul ti pl exing, so that each channel’s netaphorica
state machine--at |east on the Host side--really has very little to
worry about other than "doing its thing.")

It should be noted that the proposed protocol provides a nmechani sm
for offloading "all" protocols. That is, although nost "first
generation NFEs" only handl ed ARPANET Reference Mdel Layers Il and
(Host - Host and Network Interface--approximately SO levels 4-1, with
some of L5 s functionality included when it cones to service
identifications being handled via Wll-Known Sockets in L Il), it is

assuned that OPEs will be evolved to handle L Il offloading as well
(I'SO5-7). Indeed, it should also be noted that what is being
addressed here is "the protocol", not "the" OPE. Mre will be said

on this topic below, and in the protocol spec itself, but it is
inmportant to realize fromthe outset that the H FP being proposed is
i ntended to be inplenentable by any number of OPE suppliers/vendors,
so "an" OPE may or nmay not choose to inplenent, say, a given file
transfer protocol, but provided it says so in proper HFP terns and
does of fl oad sone other protocols it’'s still an OPE in our sense of
the term (Cf. "lssues" and "Non-Issues", below.)
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| ssues

The following itens are either in sone sense still open issues or
bear special enphasis:

Conmand Appr oach

The nost striking feature of the new H FP, especially to those who
have seen older HFPs, is the decision to enpl oy
character-oriented commands rather than the nmore conventi ona

bi nary-ori ented headers at the Commrand Layer. As noted, the
primary notivation was the report that the approach worked wel |
when it was enployed in an HFP for the Platform Network call ed
NAP ( Net work Access Protocol) [4]. In discussions with NAP' s
originator, Gerry Bailey, the author was convinced of the
fundanent al reasonabl eness of the approach, but of course that
doesn’t have to convince others. Additional rationales emerged in
di scussions with Gary Grossnman, the originator of the DCA DTI

H FP [5], which is probably the best-known current H FP and which

furni shed the default Channel Layer for the new one: |In the first
pl ace, the text approach makes parsing for the ends of
vari abl e-1 ength paraneters easier. |In the second place, it allows

for the possibility of creating a terninal-supporting OPE in a
very straightforward fashion should any OPE devel oper elect to do
so. (See below for nmore on the distinction between OPE devel opers
and HFP inplenmentors.) Finally, there’s nothing sacred about

bi nary headers anyway, and just because the text approach is

di fferent doesn’'t make it "wong". So, although it’s not out of
the question that the new protocol should back off fromthe text
approach if reviewers and/or inplenentors come up with conpelling
reasons for doing so, the already frequently encountered reaction
of "it feels funny" isn’'t conpelling. (It was, indeed, the
author’s own initial reaction.) Besides, "nobody" (not even Gary)
really liked the top | ayer of the DCA/ DTl H FP

X. 25 Appropri at eness

O nore concern than how text "feels" is whether X 25 "works".

That is, we understand that many system proprietors would greatly
prefer being able to use "off-the-shelf" software and hardware to
the greatest extent feasible and still be able to do interconputer
net wor ki ng according to DOD Standards, which is a major reason why
we decided to take the H FP commands out of the Channel Layer of
the DCA/ DTl H FP even before we decided to encode them as text.
However, it is by no neans clear that any old vendor supplied

"X. 25" will automatically be usable as a new H FP Channel and Link
| ayer mechani zation. As noted, it all depends upon how Host
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programs (the Comrand Layer/H FP Protocol Interpreter in
particular) are able to invoke X. 25 on particul ar systens. Al so,
there mght be peculiarities in the handling of sone constructs
(the Group and Menber fields--or whatever they're called--are a
strong candi date) which could nilitate agai nst getting JUST
denmul ti pl exi ng and flow control out of X 25-as-Channe

Li nk/ Layers. For that natter, it’s conceivable that on some
systens only one process can "own" the presumed DCE, but there’s
no i nterprocess comuni cation avail abl e between it and the
processes that want to use HFP. Wat that all anpbunts to, then
is that we don't pretend to be sufficiently versed in the vagaries
of vendor-idiosyncratic X. 25 inplenmentations to claimnore than
that we THINK t he new H FP Conmand Layer should fit "on top of"
X.25 in a Host such that a suitably crafted OPE could | ook like a
DCE to the | ow | evel Host software and still be an OPE in our
sense of the term Finally, sone reports on bit-transfer rates
attai nabl e through typical X 25 interfaces give rise to concern as
to whether such a |l ash-up would be "good" even if it were
feasi bl e.

DCA/ DTl Channel Layer Appropri at eness

The Channel Layer of the DCA/ DTl H FP has been inplenmented for a
few Host types already, and is being inplenented for others (in
particular, as part of the DODIIS NFE project). A delicate
decision is whether to alter the header structure (e.g.--and
perhaps i.e.--to renove the now superfluous comand and response
fields). On the "con" side are the considerations that

i mpl ementations DO exist, and that it's well specified. On the
"pro" side are that keeping the header as it is is in sone sense
"wasteful " and that sonebody’s going to have to go over the spec
agai n anyway, to renove that which no |onger applies. (It should
be noted that Gary Grossman was initially tenpted to scuttle the
Group and Menber trick, but the presence of a simlar

di chotom zing in X. 25 seens to rule that out.) One of the
interesting issues during the review phase of the new H FP, then,
wi Il be the decision about which way to go on the Channel Layer
header in its non-X 25 version. (NOBODY considers going X 25
only, be it noted.) By the tine the protocol is finalized, it
will, of course, be made clear in the protocol spec, but Il
probably leave this in the final version of the Introduction just
for historical interest anyway.

Synt ax
Anot her poi nt which probably needs close scrutiny during the

review process is the "syntax" of the command lines. Basically,
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we just took our best shot, but without any clainms that it’'s the
best possible way to express things. So coments and/or
alternatives are earnestly solicited on this one.

LIIl Ofloading

Contrary to the expectations of some, we are allowing for the

of f 1 oadi ng of Process/Applications Layer (ARPANET Reference Mde
L I1l) protocols. Both Bailey and Grossnman reported favorably on
the feasibility of this. Two points should be nade, however: It’'s
perfectly fair for a G VEN OPE inpl enentation not to offload a
given L Il protocol, although it would presumably not sell as
well as ones which did. That is, we're not clainng that by

i nventing a mechani zation of the feature in the spec we levy a
constraint on everybody who inplenents "the protocol", (Cf
Fabrication under Non-Issues, below). Just as we were feeling our
way on syntax in general, we're really feeling our way when it
comes to the L Il stuff. (lI'"mnot even sure | managed to convey
what | nmeant for "nmediation level"” to Joel and Dick.) Again,
suggestions are solicited.

Security

During the detail ed design pass, we had an intensive di scussion
with some of the Bl acker design teamon the interplay between the
new H-FP and a neant-to-be multil evel -secure OPE such as Bl acker.
The concl usion was that by and large "Security" is to be an aspect
of an enhanced H FP, rather than the standard one. The reasoning
was rather involved, but seens to amount to the follow ng: Hosts
that are NOT MLS (or "Conpartnented") have two significant
properties in our context: They're in the vast mgjority of
present -day systenms. They have no legitinmate need even to tel
their OPEs what they "think" their current System Hi gh or

Dedi cated Mode |l evel is; that information should be furni shed by
sonme trusted portion of a network security architecture (e.g., a
security enhanced OPE, or a table in a "secure" comm subnet
processor).

Thus, even having the optional security |abel/level field in the
Begin command is in some sense overkill, because we’'re not sure of
any sensible circunstances in which it would be useful, but we put
it in "just in case". On the other hand, Hosts that ARE

M_S/ Conmpartmented by definition can be pernitted to assert what
the level of a given transm ssion (or perhaps of a given
connection) should be, and their OPEs need to have a mechani smfor
learning this. But it is by no neans clear that a given Host (or
even a given OPE) will be so structured as to nake the HFP PI,

Padl i psky [ Page 9]



RFC 928 Decenber 1984
I ntroduction to HFP

the Channel PI, and the Link PI ALL trustworthy--as they' d have to
be if the security |abeling were part of HFP. So, we envision
the labeling s being handl ed by trusted code in both Host and OPE
that will be inserted into the nornmal processing route at the
appropriate point for the given architecture (presunably "at the
very bottom' of the Host, and "the very top" of the OPE), and that
will place the label in a convenient, known position in the
Host - OPE transm ssion "chunk” (bl ock/packet/data unit) as the
circunstances dictate. (It's likely--but we wouldn't swear to
it--that a good place would be just before the H FP command, and
if that's the case then seni-clearly the security enhanced H FP
Pls woul d have to "make roonmt' for it in the sense of handing the
Channel Layer a suitably |engthened "chunk".)

The Host and its OPE should be viewed as a single entity with
regard to | abeling requirenents in the non-M.S/ C case, and either
the OPE will be conditioned to emt the right |abel or the CSNP
will "know' anyway; in the MLS/C Host and OPE case (and it shoul d
be noted that it’s just about inpossible to envision a M.S/ C Host
whi ch |I'S out boarded which DOESN T have a MLS/C OPE) it will depend
on the given security architectures as to whether each "chunk"
needs | abeling (i.e., there COULD be trusted H FP, Channel, and
Link Pls, so that only at channel establishnent time does the

| abel need to be passed), but it seens likely each "chunk" woul d
need | abeling, and we can see how t hat woul d happen (as sketched
above).

This is all, of course, subject to reappraisal when the full-tine
Security folks get in the act, but for now, H FP per se is viewed
as playing no direct role in "Security"--except indirectly, as

not ed bel ow under the Symmetric Begins Non-lssue. (Iln case
anybody’s worrying about the case where the OPE is physically
renote fromits Host, by the way, that |ine would have to be
protected anyway, so the Host/ OPE-asa-single-unit view should hold

up.)
How It I nplenments

The final issue to take note of is that one of the centra

prem ses of the Quthboard Processi ng approach has al ways been that
H FPs can be invented which inplement nore conpactly on the Host
side than the code they're allowing to be offl oaded. W certainly
think the new HFP will fulfill that condition, but we'd certainly
like to hear of any evidence to the contrary.
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Non- | ssues

The following itens are declared to be non-issues, in the sense that
even though sone peopl e have expressed concern over them we believe
that they are either "not part of the protocol"” or resolved al ready
for reasons that were overl ooked by those worried about them

Fabri cati on

Who builds OPEs isn't within our purview, except to the extent of
hopi ng a few volunteers cone forward to do testcase

i mpl enentati ons of what is, at present, only a paper protocol
However, beyond agreeing that a few points should be marked as
"Notes to Entrepreneurs” in the spec, we didn't attenpt to dictate
how an OPE vendor woul d behave, beyond the explicit and inplicit
dictates of the protocol per se. For example, if a given OPE
doesn’t offload SMIP, it jolly well ought to respond with the
appropriate "Function not inplenented' code, and if a vendor
clains to accept X 25 for Channel and Link di sagreenents over what
X.25 "is" are the province of the vendor and the customer, not of
the HHFP spec. As OPE S are supposed to be of fl oadi ng COVMON
protocols in a COMWON fashion, a given OPE should be able to
interoperate with another Host irrespective of whether that Host
even has an OPE, nuch |ess whose OPE it is if it's there. Thus,
for exanple, even though you d expect to find OPEs that "come
with" their own LANs as a fairly frequent product, we don’'t appea
to the notion in the conceptual nodel; nor do we attenpt to

di ctate "chunk" sizes at the Channel level. A protocol spec isn't
an inmpl ementati on spec.

Synmetri c Begi ns

For al nost as long as there have been H FPs, there has been

di sagreenent over whether only the Host can begin a connection or
if the OPE can also take the initiative. | amdelighted to be
able to resolve this one finally: It turns out there IS a

conpel ling reason for insisting that THE PROTOCOL i ncl ude
provision for OPE --> Host Begins, so it’s "in" the protocol --but
any Host that doesn’t need to deal with them doesn’t have to (just
"spell" the "Function not inplenmented" response code correctly).

(I'n case anybody cares, the conpelling reason is that if you HAD
an MLS OPE whi ch happened to use a security kernel and a process
per level, you d need IT to be listening for incom ng connection
requests "fromthe net" rather than having the Host tell it to do
so, for various esoteric reasons--but in order to cater to the
possibility, we want the function in the protocol fromthe
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begi nni ng, on the grounds that we can envi sion SOVE ot her uses for
it even in non-MS environnents [unlike the security |abeling
trick discussed above, which only seens to nake sense for M.S
Hosts/ OPEs--that is, it doesn't burden the Host to reject a Begin
every once in a while but it would to go around | abeling "chunks"
unnecessarily all the tine].)

Rout i ng
Concern has been voi ced over the issue of what provisions the

protocol should nmake to deal with the situation where a Host,
probably for traffic/load reasons, has nultiple OPEs and the

guestion arises of which OPE to use/route to. | claimthis is a
non-i ssue at the protocol level. |If the Host-side HHFP Pl gets a
"No resources" response to a Begin, it can go off to another OPE
if it wants to. "Not our departnent". The conceptual nodel is
that of a Host and AN OPE--which "ought to" be expandable to carry
nore |oad at sone level. |If you want multiple Iinks for sone
reason, the sinplest solution wuld seemto be to have nultiple
Channel Layers as well, but the whole thing just gets too iffy to
have anything sensible to prescribe in the protocol. In other

wor ds, extending the concept to deal with discrete nultiple OPEs
is either a Fabrication sort of thing, or a Notes to Host-side
| mpl ementors sort of thing on a per specific OPE basis.

Qperator Interface

It's probably inplicit in the foregoing, but it nmight be worth
saying explicitly that the operator interface to a specific OPE is
a non-issue in ternms of the protocol, beyond the provision we're
made for "Shutdown comi ng" responses as a reflection of a probable
operator interface action we inmagi ne nost operator interfaces
woul d provide. (It might also be worth noting that if your Host
does "col or changes", your OPE had better have a trustworthy way
of being told to change the label it plops on all |P datagrans it
enmits, but that comes under the heading of an Aside to Specialized
| mpl emrent ors.)
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Fi ne Points

There are a couple of known "l oose ends" which are exceedingly fine
points in some sense that do bear separate nention

The Al | ocate Event

VWile nentally testing to see if the new H- FP woul d i ndeed

of f-load TCP, we came up against an interesting question: View ng
H FP as "just an interface at a distance" to a TCP PI, what about
the Allocate "Interface Event" in the TCP spec? As far as |'m
concerned, this could be classed as a non-issue, because | submit
that the spec is wong in declaring that there is such a thing as
a MANDATORY Interface Event whereby the user of a TCP Pl lets the
Pl know how rmuch data it can take. Granted, you might find such a
thing in nost inplenentations, but what if you were in a virtua
menory environment with segnment sharing (or a distributed

supervi sor) and you wanted to avoid copies, so all that passed at
the interface to the PI (or even at the interface fromthe Pl) was
a pointer? That is, the "DOD version" of the TCP spec has fallen
into the trap of assum ng things about the execution environnent
that it shouldn’t have.

One noral of this is that

AN | NTERFACE TO AN | NTERPRETER OF A PROTOCOL IS NNO'T "THE
PROTOCOL" .

Anot her noral is that the interface to the Host-side HFP Pl is
hard to say much about, but is where the equivalent functionality
will be found if you ve offloaded TCP. That is, it’s reasonable
to let the user "tell"” the outboard PI at Begin tine if big or
smal |l buffers are expected to be in play "net-ward" as part of the
protocol, but the outboard Pl is expected to deliver bits to the
Host as they cone unless throttled by the Channel Layer, or by
some to-be-invented other discipline to force the OPE to buffer.
(For present purposes, we envision letting the Channel Layer
handle it, but nifty nmechani zati ons of encouraging the OPE to
"make like a buffer" would be at | east |ooked at.) As a
Fabrication issue, it is the case that "equity" has to be dealt
with with regard to the use of the OPE s resources (especially
buf fers) across H FP connections/channels, but that’s a different
i ssue anyway, touched upon in the final fine point.
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Pr ecedence

Clearly, the existence of a notion of Precedence in DOD protocols
has to get reflected in the outboard Pl’'s inplenentations. Just
what, if any, role it has in the HFP, per se, is, however, by no
means clear. That is, if the Host doesn't take Begins fromthe
OPE and is "full up" on the nunber of Server Tel net connections
it’s willing to handl e, what shoul d happen if a high precedence
SYN cones in on the Tel net Well-Known Socket (in present day
terns)? Probably the OPE should arbitrarily close a | ow
precedence connection to make room for the new one, and signal the
Host, but even that assumes the Host will always hurry to be
prepared to do a new passive Begin. Perhaps we’'ve stunbl ed across
still another argunment in favor of "Symmetric Begins".... At any
rate, Precedence does need further study--although it shouldn't
deter us frommaking "the rest" of the protocol work while we're
wai ting for inspiration on how to handl e Precedence too.

A Note on Host Integration

The nost inportant thing about Hosts in any interconputer network is
that they furnish the resources to be shared. The npbst significant
obstacle to sharing those resources, however, is the fact that al npost
invari ably they were designed under the assunption that the Host was
a fully autonomous entity. That is, few operating systens currently
depl oyed "expect"” to be nenmbers of a heterogeneous comunity of

operating systens. In many cases, this built-in insularity goes so
far as to have applications prograns cogni zant of the particular type
of terminal fromwhich they will be invoked.

I nt erconput er networ ki ng protocols attenpt to resolve the probl ens of
het erogeneity by virtue of presenting appropriate conmon internediate
representations (or "virtualizations") of the constructs and concepts
necessary to do resource sharing. A Host-Host protocol such as TCP
"is" a virtual interprocess conmrunication nmechanism a virtua

term nal protocol such as Tel net obviously is a mechanism for
defining and dealing with virtual termnals; FTP offers comon
representations of files; and so on. It cannot be stressed strongly
enough, though, that this entire approach to interconputer networking
is predicated on the assunption that the nodul es which interpret the
protocols (Pls, as we'll refer to themoften) will be PROPERLY
integrated into the various participating operating systens. Even in
the presence of powerful OPEs, wherein the bulk of the work of the
various Pls is perforned outboard of the Host, the inboard "hooks"
which serve to interface the outboard Pls to the native system nust
not only be present, they nust be "right". The argunent parallels
the analysis of the flexible vs. rigid front-endi ng attachnent
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strategy issue of [1]; to borrow an exanple, if you attenpt to
integrate FTP by "looking like" a native term nal user and the
operator forces a nmessage to all termnals, you ve got an undetected
pol I uti on of your data stream So the key issue in attaching Hosts to
networks is not what sort of hardware is required or what sort of
protocol is interpreted by the Host and the OPE (or comm subnet
processor, for that matter), but how the Pls (full or partial) are
made to interrelate with the pre-existing environnent.

It would be well beyond the scope of this docunent to attenpt even to
sketch (much | ess specify) howto integrate HFP Pls into each type
of operating systemwhich will be found in the DoD. An exanpl e,

t hough, should be of use and interest. Therefore, because it is the
i mpl enentation with which we are nost intimately famliar, even
though it’s been several years, we propose to sketch the Miltics
operating systemintegration of the original ARPANET Network Contro
Program (NCP) --which is functionally equivalent to an HFP Pl for
offloading ARML Il and L I--and Telnet. (A few conments will also
be made about FTP.) Note, by the way, that the sketch is for a
"full-blown" HFP; that is, shortcuts along the lines of the

scenari o-driven approach nentioned above are not dealt with here.

One of the particularly interesting features of Miltics is the fact
that each process possesses an extrenely |large "segmented virtua
menory". That is, menory references other than to the segment at
hand (which can itself be up to 256K 36-bit words | ong) indirect
through a descriptor segnent, which is in principle "just another
segnent", by segnent nunber and offset within the segnent, so that a
singl e process--or "scheduling and access control entity"--can
contain rather inpressive amunts of code and data. G ven that the
code is "pure procedure" (or "re-entrant"), a "distributed

supervi sor"” approach is natural; each process, then, appears to have
inits address space a copy of each procedure segnent (wth
systemw de and process-specific data segnents handl ed
appropriately). Wthout going too far afield, the distributed
supervi sor approach allows interrupts to be processed by whi chever
process happens to be running at a given time, although, of course,

i nterprocess communi cation may well be a consequence of processing a
particular interrupt.

A few ot her necessary background points: A distinguished process,
called the Answering Service, exists, originally to field interrupts
fromtermnals and in general to create processes after

aut henticating them Qher shared resources such as line printers
are al so managed by di stingui shed processes, generically known as
"Daenons”. Device driver code, as is customary on many operating
systens, resides at least in part in the supervisor (or hard core
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operating system). Finally (for our purposes, at least), within a
process all interfaces are by closed subroutine calls and all [/Ois
done by generic function calls on synbolically named streans; also,
all system commands (and, of course, user witten prograns which need
to) use the streanms "user _input" and "user_output" for the obvious
purposes. (At nornal process creation tine, both user 1/0O streans
are "attached" to the user’'s termnal, but either or both can be
attached to any other I/0O systeminterface nodul e i nstead--including
to one which reads and wites files, which is handy for consol el ess
processes.)

Al that al nbst assuredly doesn’t do justice to Multics, but equally
likely is nore than nost readers of this document want to know, so
let’s hope it’s enough to nake the follow ng integration sketch
conprehensible. (There will be sone conscious onissions in the
sketch, and doubtl| ess sone unconsci ous ones, but if menory serves, no
known |ies have been included.)

Recalling that NCP is functionally equivalent to HFP, let's start
withit. In the first place, the device driver for the 1822 spec
hardware interface resides in the supervisor. (For nost systens, the
Pl for HFP s link protocol probably would too.) 1In Miltics,
interrupt time processing can only be perforned by supervisor
segments, so in the interests of efficiency, both the | MP-Host (1822
software) Protocol Pl and the nmultiplexing/denultiplexing aspects of
the Host-Host Protocol Pl also reside in the supervisor. (An HFP P
woul d probably also have its nultiplexing/demultiplexing there; that
is, that portion of the Channel Layer code whi ch nedi ates access to
the OPE and/or deci des what process a given nessage is to be sent to
m ght well be in the supervisor for efficiency reasons. It is not,
however, a hard and fast rule that it would be so. The systenis
native interprocess comunications mechani sms characteristics m ght
allow all the Channel Layer to reside outside of the supervisor.)

Even with a very large virtual nenmory, though, there are

admi ni strative biases against putting too rmuch in the supervisor, so
"everything el se" lives outside the supervisor. In fact, there are
two pl aces where the rest of the Host-Host Protocol is interpreted on
Multics, although it is not necessarily the case that an HFP P
woul d foll ow the sane partitioning even on Miultics, much | ess on sone
ot her operating system However, with NCP, because there is a

di stingui shed "control |ink" over which Host-Host conmands are sent
in the NCP s Host-Host protocol, the Multics | MP-Host Protocol P

rel egates such traffic to a Network Daenpbn process, which naturally
is a key elenment in the architecture. (Things would be nore
efficient, though, if there weren't a separate Daenpon, because ot her
processes then have to get involved with interprocess comunication
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toit; HFP Pl designers take note.) To avoid traversing the Daenon
for all traffic, though, normal reads and wites (i.e., noncontro
link traffic) are done by the appropriate user process. By virtue of
the distributed supervisor approach, then, there is a supervisor cal
interface to "the NCP" available to procedures (prograns) wthin user
processes. (The Daenpon process uses the sane interface, but by virtue
of its ID has the ability to exercise certain privileged primtives
as well.)

If a native process (perhaps one neaning to do "User Telnet", but not
limted to that) wanted to use the network, it would call the open
primtive of "the NCP', do reads and wites, and so on. An
interesting point has to do with just how this interface works: The
reads are inherently asynchronous; that is, you don’t know just when
the data fromthe net are going to be available. 1In Miltics, there's
an "event" nechanismthat’s used in the NCP interface that allows the
cal ling process to decide whether or not it will go blocked waiting
for input when it reads the net (it mght want to stay active in
order to keep outputting, but need to be prepared for input as well),
so asynchrony can be dealt with. 1In the version of Unix (tnm) on
which an early NFE was based, however, native |I/O was al ways
synchronous; so in order to deal with both input fromthe tern na

and input fromthe net, that system s User Telnet had to consist of
two processes (which is not very efficient of systemresources).
Sim | ar considerations mght apply to other operating systens
integrating HFP;, native I/O and interprocess comunication

di sciplines have to be taken into account in designing. (Nor can one
sinmply posit a brand new approach for "the network", because Tel net
will prove to rely even nore heavily on native nbde assunptions.)

The ot her aspect of NCP integration which we should at |east touch
on--especi al |l y because process-|evel protocols make no sense without
it--is how "Well-Known Sockets" (WKSs) work. In broad terns, on
Multics the Network Daenon initially "owns" all sockets. For

Wl | - Known Sockets, where a particular process-level protocol wll be
in effect after a successful connection to a given VWKS, code is added
to the Answering Service to call upon the NCP at system
initialization time to be the process "listening" on the WKSs. (This
is a consequence of the fact that the Answering Service is/was the
only Multics process which can create processes; strategies on other
systenms woul d differ according to their native process creation
disciplines.) Howto get the "right kind of process" will be
sketched in the discussions of the process |evel protocols, but the
significant notion for nowis that typically SOVE sort of prior
arrangenent woul d be done by any networked Host to associate the
right kind of process with a VKS.
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Now, we don’'t expect that the foregoing will enable even the world’'s
greatest systemjock to go out and design the integration of an HFP
Pl for a systemthat had never been networked (in the ARPANET style
of networking) before. But we propose to stop there and turn to sone
conments on process |evel protocols, for two reasons: In the first
place, it would take us nuch too far afield to go into significantly
greater detail; and in the second place, because of the functiona
equi val ence of H FP and NCP conbined with the nunmber of operating
systens whi ch have integrated NCP and, for that natter, TCP/IP, which
are also functionally equivalent to HFP (used for offloading L |

and L I), nodels are available in the ARPANET comrunity and concer ned
H FP Pl inpl enentors can follow them

Turning to Telnet integration, and returning to Miultics as an
exanple, we note that "User Telnet" is straightforward. "Al you
need" (for small values of "all") froman I NBOARD User Telnet is a
conmand that gives the user sone sort of interface, converts between
the native Multics character set and terminal discipline and the
Network Virtual Term nal equivalents (and as Multics is very generic
when it comes to I/O that’s not hard), and wites and reads "the
net" (nore accurately, calls upon the Host-Host protocol Pl--or upon
the HFP Pl to get at the HHP--appropriately). (One point that's
not obvious: rmake the Well-Known Socket "on the other side" a
paraneter, defaulting to the Tel net WS, because you'll want to use
the sane conmand to get at other process-level protocols.) |If
there’s an OPE in play which offloads User Tel net, however, things
can be even sinpler: the inboard comand just reads and wites the
termnal and lets the OUTBOARD User Tel net Pl handl e the conversion
to and fromthe Virtual Term nal form (presumably, fromand to the
desired local form.

VWhen it comes to the incomng ("Server") aspects of Telnet, life can
get conplicated on sone systens for an inboard inplenentation
However, fortunately for our purposes,

Mul tics’ native nechanisns | end thenselves readily to integration; an
awar eness of the inboard issues will be useful even if in response to
a connection attenpt on the Telnet WS, the (Server) Host is
obligated to associate the connection (the actual logic is sonewhat
nore conpl ex under the ARPANET Host-Host Protocol, which enpl oys

pai red sinplex connections) with a process that is prepared to

transl ate between Tel net and nati ve node representati ons and

ot herwi se "l ook like" a local user process--that is, in particular
the connection becones an I/ O source/sink to the native conmrand
processor on tine-sharing systens. As indicated, process creation is
taken care of in Miltics by having the Answering Service process
listen on the WKS. Because the Answering Service is in some sense
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just another Multics process, it too does user 1/0O through the norma
system mechani sms. So while for local terminals the user I/O streans
are attached through a nodule called "ttydint' (where "dint' stands for
"device interface nodul e"), NVTs are attached through a functionally
equi val ent and identically invoked nodule called "nttydim (the
Answering Service knows which DIMto use based on the synbolic
designator of the "line" on which it received the interrupt, as it
happens) .

[ The notion of "attaching" the streans bears a bit nore explanation
Attach is a prinitive of the Miltics generic I/0O nechani sm which
associ ates a streamnane and a particular DIM (or /0O system
interface nodule in later term nology); the other 1/O primtives
(read, wite, etc.) are invoked with the stream name as a paraneter
and an 1/0O "switch" causes the entry point corresponding to the
primtive to be invoked in whichever DIMthe streamis currently
attached to. So a Server Tel net process starts |life attached
through nttydimto a particular network connection, while a | oca
process starts life attached through ttydimto a particul ar physica
line, and both processes proceed indistinguishably (viewed from
outside the I/0O switch, anyway).]

The pre-existing orderliness that nakes things easy on Miultics does
not, unfortunately, appear in all operating systens. I|ndeed,
del i cate choices occasionally have to be nade as to WHI CH native
terminal to map to on systens that don’'t do generic I/Oin native
node, and it is likely that for sone systens the particul ar nappi ng
to bring into play in Server Tel net mght be determ ned by the
particul ar application programinvoked. This issue can becone very
touchy when the application "expects" a "data entry termnal", say.
The Server Telnet for such a systemwould naturally attenpt to
negotiate the "DET" option with the correspondi ng User Telnet. But
the user mght be at a physical termnal that isn't a nenber of the
DET class, so that User Telnet nust either refuse to negotiate the
option or--and we would recomrend this alternative strongly, as it
seens to be within the "spirit" of the protocol--offer some sort of
si mul ati on, however crude, of the behavior of a DET. Al so,
somet hi ng sensi ble has to be done on systens where there is no clear
anal og of the command processor expected to be mamnagi ng the Server
process. (Say, when a "nmenu" of applications is always displayed on
an available terminal in native node.)

A final Telnet integration issue (although other points could be
noted, we’'re not pretending to be exhaustive and this should be
enough to "give the flavor"): The Telnet Interrupt Process generic
function calls for particularly careful integration. Here, the
intent of the function is to virtualize what is called the "quit
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button"” on sone systens. That is, the user wants the systemto
interrupt his process (which may, for exanple, be in a | oop) and get
back to the command processor (or "the systeni itself). On native
character-at-a-tine systens, the native mechanismis usually the
entering of a particular "control character"; on native
line-at-a-time systenms, the native mechanismis usually the striking
of the "ATTN' or Interrupt button or the "Break" key (sonetimes nore
than once, to distinguish it froma comunication to the executing
program. But the native nechanisns typically involve interrupt tine
code, and Server Telnet typically wouldn't be executing at that

| evel, so the solution (omtting the intricacies of the interaction
with the NCP or the HFP PI, which also get into the act) would be to
make use of--in the Miltics case--a pre-existing | NTRAprocess signal
or to add such a nechani sm (unl ess the architecture chosen has a
Server Tel net Daenon of sonme sort, in which case an | NTERprocess

si gnal woul d be needed).

The extension of the foregoing to an outboard Server Tel net may not
be obvi ous, but we won't expend a great deal of tinme on it here.
Even if "the protocol" is being handled in an OPE, the Host-side
sof tware nust be able to associate an H FP connection with the
conmand | anguage interpreter of a user process and to respond
appropriately to an HFP Signal command if it arrives, and the OPE
nmust know not only the desired character set but also the |oca
equi val ents of Erase and Kill, at the m nimm

W' Il skip FTP integration, on the grounds that this note is already
too |l engthy, except to nmention that in the OQUTBOARD case it’'s stil
goi ng to be necessary to convey the nane of the appropriate file and
directory to/from sone appropriate Host-side code. (Simlar problens
must be dealt with for outboard handling of "mail" if it’s not part
of FTP.)

One other "integration" issue, which has been hinted at earlier and
about whi ch not nmuch can be said beyond sone general guidelines: The
“"top edge" of a Host-side HFP protocol interpreter (i.e., the Host
user programinterface, for

Hosts that are "doing real networking"” rather than just using the OPE
to get at User Telnet and/or FTP and to offer Server Tel net and/or
FTP [and maybe "mail "], presumably in the "scenario-driven" fashion
sketched earlier) MJST BE APPROPRI ATE TO THE HOST. |n other words,
on Miultics, where "everything" is closed subroutines, there would
presumably be a closed subroutine interface with event channels for
reads, pointers to buffers, and all that sort of thing, but on sone
ot her style of operating system the interface to the HFP Pl night
turn out to be "all" interprocess comunication, or to "look |ike" a
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devi ce of sone special class, or "all" system
cal | s/ JSYSs/ EOTs/ What evers. We can’t be nuch nore specific, but we'd
be rem ss to convey any inpression that HFP is a "free lunch". As

noted, an HFP Pl requires the same kind of integration as a generic
NCP--it’s just smaller, and serves as insulation against changes (in
the of fl oaded protocols in general, or in the proximte conm subnet
in particular).
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