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This meno provides information for the Internet community. This nmeno
does not specify an Internet standard of any kind. Distribution of
this nenmo is unlinted.

Abstract

Thi s meno docunents how the MOSPF protocol satisfies the requirenents
i nposed on Internet routing protocols by "Internet Engi neering Task
Force internet routing protocol standardization criteria" ([RFC
1264]).

Pl ease send comments to nmospf @at ed. cornel | . edu.
1. Sunmmary of MOSPF features and al gorithns

MOSPF is an enhancenment of OSPF V2, enabling the routing of IP

mul ticast datagrams. OSPF is a link-state (unicast) routing
protocol, providing a database describing the Autononbus Systenis
topology. IP multicast is an extension of LAN nulticasting to a
TCP/IP Internet. |P Milticast permts an |P host to send a single
datagram (called an IP nmulticast datagram) that will be delivered to
mul tiple destinations. |P multicast datagrans are identified as
those packets whose destinations are class D I P addresses (i.e.
addresses whose first byte lies in the range 224-239 incl usive).
Each class D address defines a nulticast group

The extensions required of an IP host to participate in IP

mul ticasting are specified in "Host extensions for IP nulticasting"
([RFC 1112]). That documnent defines a protocol, the Internet G oup
Management Protocol (1GWP), that enables hosts to dynamically join

and | eave multicast groups.

MOSPF routers use the | GW protocol to nonitor nulticast group
menber ship on | ocal LANs through the sending of | GW Host Menbership
Queries and the reception of | GW Host Menbership Reports. A MOSPF
router then distributes this group |location information throughout
the routing domain by flooding a new type of OSPF |ink state
advertisenent, the group-nenbership-LSA (type 6). This in turn
enabl es the MOSPF routers to nost efficiently forward a nulticast
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Moy

datagramto its nmultiple destinations: each router calcul ates the
path of the multicast datagramas a shortest-path tree whose root is
t he datagram source, and whose terminal branches are LANs contai ning
group nenbers.

A separate tree is built for each [source network, multicast
destinati on] conbination. To ease the conputational demand on the
routers, these trees are built "on demand", i.e., the first tine a
dat agram having a particul ar conbi nati on of source network and
mul ti cast destination is received. The results of these "on demand"
tree cal cul ations are then cached for |ater use by subsequent

mat chi ng dat agr ans.

MOSPF is nmeant to be used internal to a single Autononpus System
When supporting IP nulticast over the entire Internet, MOSPF woul d
have to be used in concert with an inter-AS nulticast routing
protocol (something |ike DVMRP woul d work).

The MOSPF protocol is based on the work of Steve Deering in
[Deering]. The MOSPF specification is docunmented in [ MOSPF].

Characteristics of the nmulticast datagram s path

As a nulticast datagramis forwarded along its shortest-path tree,
the datagramis delivered to each nenber of the destination nulticast
group. In MOSPF, the forwarding of the multicast datagram has the
foll owi ng properties:

o The path taken by a multicast datagram depends both on the
datagranis source and its nulticast destination. Called
source/destination routing, this is in contrast to nost unicast
dat agram forwardi ng al gorithns (like OSPF) that route
based solely on destination

o The path taken between the datagranis source and any particul ar
destination group menber is the |east cost path avail abl e. Cost
is expressed in terns of the OSPF |ink-state netric.

o MOSPF takes advantage of any conmonality of |east cost paths
to destination group nenbers. However, when nenbers of the
mul ticast group are spread out over nultiple networks, the
nmul ticast datagram nust at tinmes be replicated. This replication
is performed as few tinmes as possible (at the tree branches),
t aki ng maxi num advant age of common path segnents.

o For a given multicast datagram all routers calculate an

identical shortest-path tree. This is possible since the
shortest-path tree is rooted at the datagram source, instead
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of being rooted at the calculating router (as is done in the
uni cast case). Tie-breakers have been defined to ensure
that, when several equal-cost paths exist, all routers agree
on which single path to use. As a result, there is a single
pat h between the datagram s source and any particul ar
destination group menber. This nmeans that, unlike CSPF s
treatnment of regular (unicast) IP data traffic, there is no
provi sion for equal -cost multipath.

o Wil e MOSPF optimzes the path to any given group menber, it
does not necessarily optim ze the use of the internetwork as
a whole. To do so, instead of cal culating source-based
shortest-path trees, sonething simlar to a mninmal spanning
tree (containing only the group nmenbers) would need to be
cal culated. This type of minimal spanning tree is called a
Steiner tree in the literature. For a conparison of
shortest-path tree routing to routing using Steiner trees,
see [Deering2] and [Bharath-Kumar].

o When forwarding a nulticast datagram MOSPF conforns to the
l'i nk-1ayer encapsul ati on standards for IP multicast
dat agrans as specified in "Host extensions for IP multicasting"
([RFC 1112]), "Transm ssion of |IP datagrans over the
SMDS Service" ([RFC 1209]) and "Transmi ssion of |IP and ARP
over FDDI Networks" ([RFC 1390]). In particular, for ethernet
and FDDI the explicit mapping between | P nulticast
addresses and data-link multicast addresses is used.

1.2. M scell aneous features

This section lists, in no particular order, the other m scell aneous
features that the MOSPF protocol supports:

o MOSPF routers can be m xed within an Autononmous System (and
even within a single OSPF area) with non-nulticast OSPF

routers. When this is done, all routers will interoperate in
the routing of unicasts. Unicast routing will not be
affected by this mxing; all unicast paths will be the sane

as before the introduction of nmulticast. This mxing of

mul ticast and non-nulticast routers enabl es phased
introduction of a nulticast capability into an internetwork.
However, it should be noted that sone configurations of MOSPF
and non- MOSPF routers may produce unexpected failures in

mul ticast routing (see Section 6.1 of [MOSPF]).

o MOSPF does not include the ability to tunnel multicast

dat agrans t hrough non-multicast routers. A tunneling capability
has proved val uabl e when used by the DVMRP protocol in the
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MBONE. However, it is assuned that, since MOSPF is an intra-AS
protocol, nulticast can be turned on in enough of the Autononous
System s routers to achieve the required connectivity w thout
resorting to tunneling. The nore centralized control that exists
i n most Aut ononous Systemnms, when conpared to the Internet as a
whol e, shoul d make this possible.

o In addition to calculating a separate datagram path for each
[ source network, multicast destination] conbination, MOSPF
can al so vary the path based on I P Type of Service (TOS). As
wi th OSPF uni cast routing, TOS-based nulticast routing is
optional, and routers supporting it can be freely mxed with
those that don't.

o MOSPF supports all network types that are supported by the base
OSPF protocol : broadcast networks, point-to-points networks and
non- broadcast multi-access (NBMA) networks. Note however that
|GWP is not defined on NBVA networks, so while these networks
can support the forwarding of nulticast datagrans, they cannot
support directly connected group nenbers.

o MOSPF supports all Autonomous System configurations that are

supported by the base OSPF protocol. In particular, an algorithm
for forwarding multicast datagrans between OSPF areas
is included. Also, areas with configured virtual |inks can

be used for transit multicast traffic.

o A way of forwarding nmulticast datagrams across Aut ononous
Syst em boundari es has been defined. This neans that a nulticast
dat agram havi ng an external source can still be forwarded
t hroughout the Autononbus System Facilities also exist for
forwarding | ocally generated datagrams to Autononmpus System exit
poi nts, from which they can be further distributed. The
ef fecti veness of this support will depend upon the nature of the
inter-AS multicast routing protocol. The one assunption that
has been made is that the inter-AS multicast routing protoco
will operate in an reverse path forwarding (RPF) fashion
nanely, that nulticast datagrans originating froman externa
source will enter the Autonompus System at the same place that
uni cast datagrans destined for that source will exit.

0 To deal with the fact that the external unicast and multicast
topologies will be different for sone tine to cone, a
way to indicate that a route is available for nmulticast but
not uni cast (or vice versa) has been defined. This for exanple
woul d al l ow a MOSPF systemto use DVMRP as its inter-AS
mul ticast routing protocol, while using BGP as its inter-AS
uni cast routing protocol
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o For those physical networks that have been assigned nultiple
| P network/subnet nunbers, nulticast routing can be disabled
on all but one OSPF interface to the physical network. This
avoi ds unwanted replication of multicast datagrans.

o For those networks residing on Autononpbus System boundari es,
which may be running nultiple nulticast routing protocols
(or multiple copies of the same multicast routing protocol),
MOSPF can be configured to encapsul ate nulticast datagrans
with unicast (rather than nmulticast) |ink-level destinations.
This al so avoids unwanted replication of multicast datagrans.

o MOSPF provides an optimzation for IP rmulticast’s "expanding
ring search" (sometines called "TTL scoping") procedure. In
an expandi ng ring search, an application finds the nearest
server by sending out successive multicasts, each with a
| arger TTL. The first responding server will then be the
closest (in terns of hops, but not necessarily in ternms of
the CSPF netric). MOSPF m nimizes the network bandwi dth
consunmed by an expanding ring search by refusing to forward
mul ti cast datagranms whose TTL is too small to ever reach a
group nemnber.

Security architecture

Al'l MOSPF protocol packet exchanges (excluding |GW) are specified by
the base OSPF protocol, and as such are authenticated. For a

di scussion of OSPF s authentication nechani sm see Appendi x D of

[ OSPF] .

M B support

Management support for MOSPF has been added to the base OSPF V2 M B
[OSPF M B]. These additions consist of the ability to read and wite
the configuration parameters specified in Section B of [ MOSPF],
together with the ability to dunp the new group-nenbershi p- LSAs.

| npl enent ati ons

There is currently one MOSPF inplementation, witten by Proteon, Inc.
It was rel eased for general use in April 1992. It is a full MOSPF

i npl enentation, with the exception of TOS-based nulticast routing. It
al so does not contain an inter-AS nulticast routing protocol

The nulticast applications included with the Proteon MOSPF

i mpl enentation include: a nulticast pinger, console comands so that
the router itself can join and | eave nulticast groups (and so respond
to nulticast pings), and the ability to send SNVWP traps to a
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nmul ticast address. Proteon is also using IP nulticast to support the
tunneling of other protocols over IP. For exanple, source route
bridging is tunnel ed over a MOSPF domain, using one IP multicast
address for explorer frames and mappi ng the segment/bridge found in a
specifically-routed frame’s RIF field to other I P multicast

addresses. This last application has proved popular, since it
provides a |ightweight transport that is resistant to reordering.

The Proteon MOSPF inplementation is currently running in
approxi mately a dozen sites, each site consisting of 10-20 routers.

Table 1 gives a conparison between the code size of Proteon’s base
OSPF i mpl ementation and its MOSPF i npl enmentation. Two di nensi ons of

lines of C Dbytes of 68020 object code

OSPF base 11, 693 63, 160
MOSPF 15, 247 81, 956

Tabl e 1. Conpari son of OSPF and MOSPF code sizes

size are indicated: lines of C (coments and bl anks included), and
bytes of 68020 object code. In both cases, the multicast extensions
to OSPF have engendered a 30% si ze i ncrease.

Note that in these sizes, the code used to configure and nonitor the
i mpl ement ati on has been included. Al so, in the MOSPF code size
figure, the 1GW inplementation has been incl uded.

5. Testing

Figure 1 shows the topology that was used for the initial debugging
of Proteon’s MOSPF inplenmentation. It consists of seven MOSPF
routers, interconnected by ethernets, token rings, FDDIs and seria
lines. The applications used to test the routing were nmulticast ping
and the sending of traps to a nulticast address (the box | abel ed
"NAZ" was a network anal yzer that was occasionally sending | GW Host
Menbershi p Reports and then continuously receiving nmulticast SNWP
traps). The "vat" application was al so used on workstations (w thout
runni ng the DVMRP "nrouted" daenon; see "Di stance Vector Milticast
Routing Protocol ™, [RFC 1075]) which were multicasting packet voice
across the MOSPF donai n.
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The MOSPF features tested in this setup were:

o

o

Re-routing in response to topol ogy changes.

Path verification after altering costs.

Routing nmulticast datagranms between areas.

Routing nulticast datagrams to and from external addresses.

The various tiebreakers enpl oyed when constructing datagram
shortest-path trees.

MOSPF over non-broadcast nulti-access networks.

Interoperability of MOSPF and non-nulticast OSPF routers.

+---+
R i | RT1]
| +-- -+
| tEEEE R + |
| | |
| +-- -+ +-- -+ +-- -+
| |IRTS[--------- | RT2| | NAZ| |
| +---+ I +---+
| | | | |
| | o e e e e oo - - +
| | | +
| | | |
| | | |
| R + + | | --| RT7
| | | | |
| +- - -+ | +- - -+ |
| | RT4] --- -~ - |- | RT3| ----|
| +-- -+ | +-- -+
| | |
| + + |
| | +--- |
R [----------- | RT6| - ----------- |
| +o--t |
+ +

Figure 1: Initial MOSPF test setup
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Due to the conmmercial tunneling applications devel oped by Proteon
that use IP nmulticast, MOSPF has been deployed in a nunber of
operational but non-Internet-connected sites. MOSPF has been al so
depl oyed in some Internet-connected sites (e.g., OARnet) for testing
pur poses. The desire of these sites is to use MOSPF to attach to the
"mbone". However, an inplenentation of both MOSPF and DVMRP in the
sanme box is needed; without this one way conmuni cati on has been
achieved (sort of like lecture node in vat) by configuring nulticast
static routes in the MOSPF inplenentation. The problemis that there
is no current way to inject the MOSPF source information into DVVRP

The MOSPF features that have not yet been tested are:
o] The interaction between MOSPF and virtual |inks.

o] Interaction between MOSPF and ot her multicast routing protocols
(e.g., DVWMRP).

o] TOS- based routing i n MOSPF
6. A brief analysis of MOSPF scaling

MOSPF uses the Dijkstra algorithmto calculate the path of a

nmul ticast datagram through any given OSPF area. This cal cul ation
enconpasses all the transit nodes (routers and networks) in the area;
its cost scales as QO N*log(N)) where Nis the nunber of transit nodes
(same as the cost of the OSPF unicast intra-area routing
calculation). This is the cost of a single path cal cul ati on; however,
MOSPF cal cul ates a separate path for each [source network, multicast
destination, TOS] tuple. This is potentially a lot of Dijkstra

cal cul ati ons.

MOSPF proposes to deal with this calculation burden by cal cul ating
dat agram paths in an "on demand" fashion. That is, the path is
cal cul ated only when receiving the first datagramin a stream After
the calculation, the results are cached for use by |later matching

dat agrans. This on denmand cal cul ati on alleviates the cost of the
routing calculations in two ways: 1) It spreads the routing

cal cul ati ons out over time and 2) the router does fewer cal cul ations,
since it does not even cal cul ate the paths of datagrans whose path
wi Il not even touch the router.

Cache entries need never be tined out, although they are renbved on
topol ogi cal changes. |If an inplenentation chooses to linmt the
amount of nenory consuned by the cache, probably by renoving sel ected
entries, care nmust be taken to ensure that cache thrashing does not
occur.
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The effectiveness of this "on denmand" calculation will need to be
proven over time, as nulticast usage and traffic patterns becone nore
evi dent .

As a sinple exanple, suppose an OSPF area consists of 200 routers.
Suppose each router represents a site, and each site is participating
simul taneously with three other local sites (inside the area) in a

vi deo conference. This gives 200/4 = 50 groups, and 200 separate

dat agram trees. Assuning each datagramtree goes through every router
(whi ch probably won't be true), each router will be doing 200
Dijkstras initially (and on internal topology changes). The tine to
run a 200 node Dijkstra on a 10 m ps processor was estimated to be 15
mlliseconds in "OSPF protocol analysis" ([RFC 1245]). So if all 200
Dijkstras need to be done at once, it will take 3 seconds total on a
10 mips processor. In contrast, assum ng each video streamis

64Kb/ sec, the routers will constantly forward 12Md/ sec of application
data (the cost of this soon dwarfing the cost of the Dijkstras).

In this exanple there are also 200 group-nenbershi p-LSAs in the area;
since each group nenbership-LSA is around 64 bytes, this adds 64*200
= 12K bytes to the OSPF link state database.

O her things to keep in mnd when eval uating the cost of MOSPF s
routing calculation are:

o Assuming that the guidelines of "OSPF protocol analysis" ([RFC
1245]) are followed and areas are linmted to 200 nodes, the cost
of the Dijkstra will not grow unbounded, but wll instead be
capped at the Dijkstra for 200 nodes. One need then worry about
the nunber of Dijkstras, which is determ ned by the nunber of
[ dat agram source, nulticast destination] comnbinations.

o A datagram whose destination has no group nenbers in the domain

can still be forwarded through the MOSPF system However, the
Dijkstra cal cul ati on here depends only on the [datagram source,
TOS], since the datagramwi ||l be forwarded along to "wild-card

receivers" only. Since the nunber of group nenbers in a 200

router area is probably al so bounded, the possibility of

unbounded cal cul ation growth lies in the nunber of possible

dat agr am sources. (However, it should be noted that sone future

mul ticast applications, such as distributed conputing, may generate
a large nunber of short-lived nmulticast groups).

0 By collapsing routing informati on before inporting it into the
areal AS, the nunber of sources can be reduced dramatically. In
particular, if the AS relies on a default external route, npst
external sources will be covered by a single Dijkstra cal cul ation
(the one using 0.0.0.0 as the source).
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One other factor to be considered in MOSPF scaling is how often cache
entries need to be recalculated, as a result of a network topol ogy
change. The rules for MOSPF cache mai ntenance are explained in
Section 13 of [MOSPF]. Note that the further away the topol ogy change
happens fromthe cal culating router, the fewer cache entries need to
be recal cul ated. For exanple, if an external route changes, many
fewer cache entries need to be purged as conpared to a change in a
MOSPF domain’s internal |ink. For scaling purposes, this is exactly
the desired behavior. Note that "OSPF protocol analysis" ([RFC 1245])
bears this out when it shows that changes in external routes (on the
order of once a mnute for the networks surveyed) are nuch nore
frequent than internal changes (between 15 and 50 nminutes for the

net wor ks surveyed).

7. Known difficulties
The following are known difficulties with the MOSPF protocol

o When a MOSPF router itself contains nulticast applications, the
choice of its application datagrans’ source addresses should be

made with care. Due to OSPF s representation of serial lines,
using a serial line interface address as source can lead to
excess data traffic on the serial line. |In fact, using any

interface address as source can |l ead to excess traffic, owing to
MOSPF s decision to always nulticast the packet onto the source
network as part of the forwardi ng process (see Section 11.3 of

[ MOSPF] ). However, optinal behavi or can be achi eved by assigning
the router an interface-independent address, and using this as

t he dat agram source.

This concern does not apply to regular |IP hosts (i.e., those
that are not MOSPF routers).

oIt is necessary to ensure, when m xi ng MOSPF and non-mul ti cast
routers on a LAN, that a MOSPF router becones Designated Router.
QO herwi se nmulticast datagrams will not be forwarded on the LAN,
nor will group nenbership be nonitored on the LAN, nor will the
group- menber shi p-LSAs be fl ooded over the LAN. This can be an
operational nui sance, since OSPF s Designated Router election
algorithmis designed to di scourage Designhated Router transitions,
rather than to guarantee that certain routers become
Desi gnat ed Router. However, assigning a DR Priority of 0 to al
non-mul ticast routers will always guarantee that a MOSPF router
is selected as Desighated Router.
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8. Future work

In the future, it is expected that the following work will be done on
t he MOSPF pr ot ocol

o Mre analysis of multicast traffic patterns needs to be done, in
order to see whether the MOSPF routing calculations will pose an
undue processing burden on nulticast routers. |f necessary,
further ways to ease this burden may need to be defined. One
suggestion that has been nmade is to revert to reverse path
forwardi ng when the router is unable to calculate the detailed
MOSPF f orwar di ng cache entri es.

o Experience needs to be gained with the interactions between nultiple
mul ticast routing algorithms (e.g., MOSPF and DVVRP)

o Additional MB support for the retrieval of forwarding cache

entries, along the lines of the "IP forwarding table MB" ([RFC
1354]), woul d be useful.
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