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| ESG Not e

Thi s specification includes procedures for failure detection and
failover for a TCP connection carrying MPLS LDP control traffic, so
that it can be switched to a new TCP connection. It does not provide
a general approach to using nultiple TCP connections to provide this
kind of fault tol erance. The specification |acks adequate gui dance
for the timer and retry value choices related to the TCP connection
fault tol erance procedures. The specification should not serve as a
nodel for TCP connection fault tol erance design for any future
docunent, and users are advised to test configurations based on this
specification very carefully for problenms such as prenmature
failovers.

Abst r act

Mul tiprotocol Label Switching (MPLS) systens will be used in core

net wor ks where system downtinme nust be kept to an absol ute mini num
Many MPLS Label Switching Routers (LSRs) may, therefore, exploit
Fault Tol erant (FT) hardware or software to provide high availability
of the core networks.

The details of how FT is achieved for the various conponents of an FT
LSR, including Label Distribution Protocol (LDP), the switching
hardware and TCP, are inplementation specific. This docunent
identifies issues in the LDP specification in RFC 3036, "LDP
Specification", that make it difficult to inplenment an FT LSR using
the current LDP protocols, and defines enhancenents to the LDP
specification to ease such FT LSR i npl ement ati ons.
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The issues and extensions described here are equally applicable to
RFC 3212, "Constraint-Based LSP Setup Using LDP" (CR-LDP).
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1. Conventions and Term nol ogy used in this docunent

Definitions of key words and terns applicable to LDP and CR-LDP are
i nherited from[RFC3212] and [ RFC3036].

The term"FT Label" is introduced in this docunent to indicate a
| abel for which sone fault tolerant operation is used. A "non-FT
Label" is not fault tolerant and is handled as specified in

[ RFC3036] .

The term "Sequence Nunmbered FT Label™ is used to indicate an FT | abe
which is secured using the sequence nunber in the FT Protection TLV
described in this docunent.

The term "Check- Poi ntabl e FT Label" is used to indicate an FT | abe
whi ch is secured by using the check-pointing techniques described in
thi s docunent.

The extensions to LDP specified in this docunent are collectively
referred to as the "LDP FT enhancenents".

Wthin the context of this document, "Check-Pointing" refers to a

process of message exchanges that confirmrecei pt and processing (or
secure storage) of specific protocol nessages.

Farr el St andards Track [ Page 3]



RFC 3479 Fault Tol erance for the LDP February 2003

When tal king about the individual bits in the 16-bit FT Flag Field,
the words "bit" and "flag" are used interchangeably.

In the exanples quoted, the follow ng notation is used: Ln : An LSP
For exanple L1. Pn : An LDP peer. For exanple P1

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119

[ RFC2119] .

2. Contributing Authors

Thi s docunent was the collective work of several individuals over a
peri od of several years. The text and content of this document was
contributed by the editor and the co-authors listed in section 15,
"Aut hors’ Addresses”.

3. Introduction

H gh Availability (HA) is typically clained by equi pnent vendors when
their hardware achieves availability levels of at |east 99.999% (five
9s). To inplenment this, the equi pment must be capabl e of recovering
fromlocal hardware and software failures through a process known as
fault tol erance (FT).

The usual approach to FT invol ves provisioning backup copies of

har dwar e and/ or software. Wen a primary copy fails, processing is
swi tched to the backup copy. This process, called failover, should
result in mninmal disruption to the Data Pl ane.

In an FT system backup resources are sonetinmes provisioned on a
one-to-one basis (1:1), sonetines as one-to-many (1:n), and
occasionally as many-to-many (mn). Whatever backup provisioning is
made, the systemnmust switch to the backup automatically on failure
of the primary, and the software and hardware state in the backup
nust be set to replicate the state in the prinmary at the point of
failure.

3.1. Fault Tolerance for MPLS
MPLS is a technology that will be used in core networks where system
downti me nust be kept to an absolute mininum Many MPLS LSRs nay,

therefore, exploit FT hardware or software to provide high
avail ability of core networks.
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In order to provide HA, an MPLS system needs to be able to survive a
variety of faults with minimal disruption to the Data Pl ane,
including the following fault types:

- failure/hot-swap of a physical connection between LSRs.

failure/ hot-swap of the switching fabric in an LSR
- failure of the TCP or LDP stack in an LSR
- software upgrade to the TCP or LDP stacks in an LSR

The first two exanples of faults |isted above are confined to the
Data Plane. Such faults can be handl ed by providing redundancy in
the Data Pl ane which is transparent to LDP operating in the Contro

Pl ane. The last two exanple types of fault require action in the
Control Plane to recover fromthe fault wi thout disrupting traffic in
the Data Plane. This is possible because nany recent router
architectures separate the Control and Data Pl anes such that
forwardi ng can continue unaffected by recovery action in the Contro
Pl ane.

3. 2. | ssues with LDP

LDP uses TCP to provide reliable connections between LSRs over which
they exchange protocol nessages to distribute |abels and set up LSPs.
A pair of LSRs that have such a connection are referred to as LDP
peers.

TCP enabl es LDP to assune reliable transfer of protocol nessages.
Thi s nmeans that sonme of the nessages do not need to be acknow edged
(for example, Label Release).

LDP is defined such that if the TCP connection fails, the LSR shoul d
i medi ately tear down the LSPs associated with the session between
the LDP peers, and rel ease any | abels and resources assigned to those
LSPs.

It is notoriously hard to provide a Fault Tol erant inplenentation of
TCP. To do so mght involve making copies of all data sent and
received. This is an issue famliar to inplementers of other TCP
applications such as BGP

During failover affecting the TCP or LDP stacks, the TCP connection
may be lost. Recovery fromthis position is made worse by the fact
that LDP control messages may have been | ost during the connection
failure. Since these messages are unconfirmed, it is possible that
LSP or | abel state infornmation will be |ost.
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Thi s docunent describes a sol ution which invol ves:

- negotiation between LDP peers of the intent to support extensions
to LDP that facilitate recovery fromfailover wthout |oss of
LSPs.

- selection of FT survival on a per LSP/|abel basis.

- acknow edgerment of LDP messages to ensure that a full handshake is
performed on those messages either frequently (such as per
message) or less frequently as in check-pointing.

- solicitation of up-to-date acknow edgenent (check-pointing) of
previous LDP nessages to ensure the current state is flushed to
di sk/ N\VRAM wi th an additional option that allows an LDP partner
to request that state is flushed in both directions if gracefu
shutdown is required.

- re-issuing lost nmessages after failover to ensure that LSP/I abe
state is correctly recovered after reconnection of the LDP
sessi on.

The i ssues and objectives descri bed above are equally applicable to
CR- LDP

Q her objectives of this docunment are to:

- offer backward-conpatibility with LSRs that do not inplenent these
extensions to LDP

- preserve existing protocol rules described in [RFC3036] for
handl i ng unexpected duplicate nessages and for processing
unexpect ed nessages referring to unknown LSPs/| abel s.

- avoid full state refresh solutions (such as those present in RSVP
see [ RFC2205], [RFC2961], [RFC3209] and [ RFC3478]) whether they be
continual, or limted to post-failover recovery.

Note that this document concentrates on the preservation of |abe
state for |abels exchanged between a pair of adjacent LSRs when the
TCP connecti on between those LSRs is lost. This is a requirenent for
Fault Tol erant operation of LSPs, but a full inplenmentation of end-
to-end protection for LSPs requires that this be conbined with other
techni ques that are outside the scope of this docunent.

In particular, this docunent does not attenpt to describe howto

nodi fy the routing of an LSP or the resources allocated to a | abel or
LSP, which is covered by [RFC3214]. This docunent al so does not

Farr el St andards Track [ Page 6]



RFC 3479 Fault Tol erance for the LDP February 2003

address how to provide automatic |ayer 2 or layer 3 protection
switching for a label or LSP, which is a separate area for study.

Thi s specification does not preclude an inplenentation from
attenpting (or require it to attenpt) to use the FT behavior

descri bed here to recover froma preenptive failure of a connection
on a non-FT systemdue to, for exanple, a partial systemcrash.

Not e, however, that there are potential issues too nunmerous to |ist
here - not least the likelihood that the same crash will inmmediately
occur when processing the restored data.

4. Overview of LDP FT Enhancenents

The LDP FT enhancenents consist of the follow ng nmain el enments, which
are described in nore detail in the sections that foll ow.

- The presence of an FT Session TLV on the LDP Initialization
nessage indicates that an LSR supports sonme form of protection or
recovery fromsession failure. A flag bit within this TLV (the S
bit) indicates that the LSR supports the LDP FT enhancenents on
this session. Another flag (the C bit) indicates that the check-
poi nting procedures are to be used.

- An FT Reconnect Flag in the FT Session TLV (the R bit) indicates
whet her an LSR has preserved FT Label state across a failure of
the TCP connecti on.

- An FT Reconnection Timeout, exchanged on the LDP Initialization
nmessage, that indicates the maxi mumtinme peer LSRs will preserve
FT Label state after a failure of the TCP connection

- An FT Protection TLV used to identify operations that affect LDP
| abels. Al LDP messages carrying the FT Protection TLV need to
be secured (e.g. to NVRAM and ACKed to the sending LDP peer so
that the state for Sequence Numbered FT Labels can be correctly
recovered after LDP session reconnection

Note that the inplenmentation within an FT systemis left open by
this docunment. An inplenentation could choose to secure entire
nmessages relating to Sequence Numbered FT Labels, or it could
secure only the relevant state information

- Address advertisenent nmay al so be secured by use of the FT
Protection TLV. This enables recovery after LDP session
reconnection without the need to re-adverti se what may be a very
| arge nunber of addresses.
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- The FT Protection TLV nmay al so be used on the Keepalive nessage to
flush acknowl edgenment of all previous FT operations. This enables
a check-point for future recovery, either in md-session or prior
to graceful shutdown of an LDP session. This procedure may al so
be used to check-point all (that is both FT and non-FT) operations
for future recovery.

4.1. Establishing an FT LDP Session

In order that the extensions to LDP [ RFC3036] described in this
docunent can be used successfully on an LDP session between a pair of
LDP peers, they MJST negotiate that the LDP FT enhancenents are to be
used on the LDP session

This is done on the LDP Initialization message exchange using a new
FT Session TLV. Presence of this TLV indicates that the peer wants
to support sone form of protection or recovery processing. The S bit
within this TLV indicates that the peer wants to support the LDP FT
enhancenents on this LDP session. The C bit indicates that the peer
wants to support the check-pointing functions described in this
document. The S and C bits may be set independently.

The rel evant LDP FT enhancenents MJST be supported on an LDP session
if both LDP peers include an FT Session TLV on the LDP Initialization
nessage and have the sane setting of the S or Cbit.

If either LDP Peer does not include the FT Session TLV LDP
Initialization message, or if there is no match of S and C bits

bet ween the peers, the LDP FT enhancements MJST NOT be used during
this LDP session. Use of LDP FT enhancenents by a sending LDP peer
in these cases MJST be interpreted by the receiving LDP peer as a
serious protocol error causing the session to be terninated.

An LSR MAY present different FT/non-FT behavior on different TCP
connections, even if those connections are successive instantiations
of the LDP session between the sane LDP peers.

4.1.1 Interoperation with Non-FT LSRs

The FT Session TLV on the LDP Initialization nmessage carries the U
bit. |If an LSR does not support any protection or recovery

nmechani sns, it will ignore this TLV. Since such partners also do not
i nclude the FT Session TLV, all LDP sessions to such LSRs will not
use the LDP FT enhancenents.

The rest of this docunent assumes that the LDP sessions under

di scussion are between LSRs that support the LDP FT enhancenents,
except where explicitly stated ot herw se.
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4.2. TCP Connection Failure
4.2.1 Detecting TCP Connection Failures

TCP connection failures may be detected and reported to the LDP
conponent in a variety of ways. These should all be treated in the
sanme way by the LDP conponent.

- Indication fromthe nmanagenment conponent that a TCP connection or
underlying resource is no | onger active.

- Notification froma hardware managenent conponent of an interface
failure.

- Sockets keepalive tineout.
- Sockets send failure.
- New (i ncom ng) Socket opened.
- LDP protocol tineout.
4.2.2 LDP Processing after Connection Failure

If the LDP FT enhancenents are not in use on an LDP session, the
action of the LDP peers on failure of the TCP connection is as
specified in [ RFC3036] .

Al state information and resources associated with non-FT Label s
MUST be rel eased on the failure of the TCP connection, including
deprogranm ng the non-FT Label fromthe switching hardware. This is
equi val ent to the behavior specified in [ RFC3036].

If the LDP FT enhancenents are in use on an LDP session, both LDP
peers SHOULD preserve state information and resources associated with
FT Label s exchanged on the LDP session. Both LDP peers SHOULD use a
timer to release the preserved state infornmation and resources
associated with FT-labels if the TCP connection is not restored
within a reasonable period. The behavior when this timer expires is
equi valent to the LDP session failure behavior described in

[ RFC3036] .

The FT Reconnection Ti neout each LDP peer intends to apply to the LDP
session is carried in the FT Session TLV on the LDP Initialization
nmessages. Both LDP peers MJST use the value that corresponds to the
| esser timeout interval of the two proposed tineout values fromthe
LDP Initialization exchange, where a value of zero is treated as
positive infinity.
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4.3. Data Forwarding During TCP Connection Failure

An LSR that inplenents the LDP FT enhancenents SHOULD preserve the
programm ng of the switching hardware across a failover. This
ensures that data forwarding is unaffected by the state of the TCP
connection between LSRs.

It is an integral part of FT failover processing in some hardware
configurations that sonme data packets mght be lost. |If data loss is
not acceptable to the applications using the MPLS network, the LDP FT
enhancenents described in this document SHOULD NOT be used.

4.4. FT LDP Session Reconnection

When a new TCP connection is established, the LDP peers MJST exchange
LDP Initialization messages. When a new TCP connection is
established after failure, the LDP peers MJST re-exchange LDP
Initialization nmessages.

If an LDP peer includes the FT Session TLV with the S bit set in the
LDP Initialization nmessage for the new instantiation of the LDP
session, it MJST al so set the FT Reconnect Flag according to whet her
it has been able to preserve | abel state. The FT Reconnect Flag is
carried in the FT Session TLV.

If an LDP peer has preserved all state infornation for previous
instantiations of the LDP session, then it SHOULD set the FT
Reconnect Flag to 1 in the FT Session TLV. Qherwi se, it MJST set
the FT Reconnect Flag to O.

If either LDP peer sets the FT Reconnect Flag to O, or omts the FT
Session TLV, both LDP peers MJST rel ease any state information and
resources associated with the previous instantiation of the LDP
sessi on between the sane LDP peers, including FT Label state and
Addresses. This ensures that network resources are not permanently
| ost by one LSRif its LDP peer is forced to undergo a cold start.

I f an LDP peer changes any session paraneters (for exanple, the |abe
space bounds) fromthe previous instantiation, the nature of any
preserved | abels may have changed. |In particular, previously

al l ocated | abel s may now be out of range. For this reason, session
reconnecti on MUST use the sane paraneters as were in use on the
session before the failure. |f an LDP peer notices that the

par anet ers have been changed by the other peer, it SHOULD send a
Notification nessage with the 'FT Session paraneters changed’ status
code.
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If both LDP peers set the FT Reconnect Flag to 1, both LDP peers MJST
use the procedures indicated in this docunent to conplete any | abe
operations on Sequence Nunbered FT Labels that were interrupted by
the LDP session failure.

If an LDP peer receives an LDP Initialization nessage with the FT
Reconnect Flag set before it sends its own Initialization nessage,
but has retained no information about the previous version of the
session, it MJST respond with an Initialization nessage with the FT
Reconnect Flag clear. If an LDP peer receives an LDP Initialization
message with the FT Reconnect Flag set in response to an
Initialization nmessage that it has sent with the FT Reconnect Fl ag
clear, it MJST act as if no state was retained by either peer on the
sessi on.

4.5. Operations on FT Labels

Label operations on Sequence Nunbered FT Labels are nade Faul t

Tol erant by providing acknow edgenent of all LDP nessages that affect
Sequence Nunbered FT Labels. Acknow edgenents are achi eved by neans
of sequence nunbers on these LDP nessages.

The nessage exchanges used to achi eve acknow edgement of | abe
operations and the procedures used to conplete interrupted | abe
operations are detailed in section 5, "FT Qperations".

Usi ng these acknow edgenents and procedures, it is not necessary for
LDP peers to performa conplete re-synchronization of state for al
Sequence Nunbered FT Labels, either on re-connection of the LDP
sessi on between the LDP peers or on a tined basis.

4.6. Check-Pointing

Check-pointing is a useful feature that all ows nodes to reduce the
amount of processing that they need to do to acknow edge LDP
nessages. The C bit in the FT Session TLV is used to indicate that
check-pointing is supported.

Under the nornal operation on Sequence Numbered FT Label s,

acknow edgnents may be deferred during normal processing and only
sent periodically. Check-pointing may be used to flush

acknow edgenent from a peer by including a sequence nunber on a
Keepal i ve nessage requesting acknow edgenent of that nessage and al
previ ous nessages. In this case, all Sequence Nunbered FT Labels are
Check- Poi nt abl e FT Label s.
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If the S bit is not agreed upon, check-pointing may still be used.
In this case it is used to acknow edge all nessages exchanged between
the peers, and all |abels are Check-Pointable FT Labels.

This of fers an approach where acknow edgements need not be sent to
every nmessage or even frequently, but are only sent as check-points
in response to requests carried on Keepalive nmessages. Such an
approach may be considered optimal in systens that do not show a high
degree of change over time (such as targeted LDP sessions) and that
are prepared to risk loss of state for the nost recent LDP exchanges.
More dynami c systens (such as LDP di scovery sessions) are nore likely
to want to acknow edge state changes nore frequently so that the
maxi mum anmount of state can be preserved over a failure.

Note that an inportant consideration of this docunent is that nodes
acknow edgi ng nmessages on a one-for-one basis, nodes deferring
acknow edgenents, and nodes relying on check-pointing, should al

i nteroperate sean essly and wi thout protocol negotiation beyond
session initialization.

Further discussion of this feature is provided in section 5, "FT
Qper ati ons".

4.6.1 Graceful Term nation
A feature that builds on check-pointing is graceful termnation

In some cases, such as controlled failover or software upgrade, it is
possi ble for a node to know in advance that it is going to term nate
its session with a peer.

In these cases the node that intends termnating the session can
flush acknow edgenment using a check-point request as described above.
The sender SHOULD not send further |abel or address-rel ated messages
after requesting shutdown check-pointing in order to preserve the
integrity of its saved state.

Thi s, however, only provides for acknow edgenment in one direction
and the node that is being term nated al so requires verification that
it has secured all state sent by its peer. This is achieved by a
three-way hand shake of the check-point which is requested by an
additional TLV (the Cork TLV) in the Keepalive nessage.

Further discussion of this feature is provided in section 5, "FT
Qper ations".
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4.7. Label Space Depletion and Repl eni shnent

When an LDP peer is unable to satisfy a Label Request nessage because
it has no nore available labels, it sends a Notification nessage
carrying the status code 'No | abel resources’. This warns the
requesting LDP peer that subsequent Label Request nessages are al so
likely to fail for the same reason. This nessage does not need to be
acknow edged for FT purposes since Label Request nessages sent after

session recovery will receive the sanme response. However, the LDP
peer that receives a 'No | abel resources’ Notification stops sending
Label Request messages until it receives a ’'Label resources

avai |l abl e’ Notification nmessage. Since this unsolicited Notification
m ght get lost during session failure, it nmay be protected using the
procedures described in this docunent.

An alternative approach allows that an inplenmentation may al ways
assune that |abels are avail able when a session is re-established.

In this case, it is possible that it nay throw away the 'No | abe
resources’ information fromthe previous incarnation of the session
and may send a batch of LDP nessages on session re-establishnment that
will fail and that it could have known woul d fail

Note that the sender of a ’'Label resources available’ Notification
nessage may choose whether to add a sequence nunber requesting
acknow edgenment. Conversely, the receiver of 'Label resources
avai |l abl e’ Notification nmessage may choose to acknow edge the nessage
wi t hout actually saving any state.

This is an inplenmentation choi ce made possi ble by making the FT

paranmeters on the Notification nessage optional. |nplenentations
will interoperate fully if they take opposite approaches, but
addi ti onal LDP nessages may be sent unnecessarily on session
recovery.

4.8. Tunnel ed LSPs

The procedures described in this docunent can be applied to LSPs that
are tunnels and to LSPs that are carried by tunnels. Recall that
tunnel ed LSPs are managed by a single LDP session that runs end to
end, while the tunnel is nanaged by a different LDP session for each
hop al ong the path. Nevertheless, a break in one of the sessions
that manages the tunnel is likely to correspond with a break in the
session that manages the tunneled LSP. This is certainly the case
when the LDP exchanges share a failed |ink, but need not be the case
if the LDP nmessages have been routed along a path that is different
fromthat of the tunnel, or if the failure in the tunnel is caused by
an LDP software failure at a transit LSR
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In order that the forwardi ng path of a tunneled LSP be preserved, the
forwardi ng path of the tunnel itself nust be preserved. This means
that the tunnel nust not be torn down if there is any session failure
along its path. To achieve this, the | abel exchanges between each
pair of LDP peers along the path of the tunnel nust use one of the
procedures in this docunent or in [ RFC3478].

It is perfectly acceptable to mx the restart procedures used for the
tunnel and the tunneled LSP. For exanple, the tunnel could be set up
usi ng just check-pointing because it is a stable LSP, but the
tunnel ed LSPs m ght use full FT procedures so that they can recover
active state.

Lastly, it is permissible to carry tunneled LSPs that do not have FT
protection in an LSP that has FT protection

5. FT Operations

Once an FT LDP session has been established, using the S bit in the
FT Session TLV on the Session Initialization message as described in
section 4.1, "Establishing an FT LDP Session", both LDP peers MJST
apply the procedures described in this section for FT LDP nessage
exchanges.

If the LDP session has been negotiated to not use the LDP FT
enhancenents, these procedures MJST NOT be used.

5.1. FT LDP Messages
5.1.1 Sequence Nunbered FT Label Messages

A label is identified as being a Sequence Nunbered FT Label if the
initial Label Request or Label Mapping nessage relating to that |abe
carries the FT Protection TLV.

It is avalid inmplenentation option to flag all |abels as Sequence
Nunbered FT Labels. Indeed this may be a preferred option for

i mpl enentati ons wi shing to use Keepalive nessages carrying the FT
Protection TLV to achi eve periodic saves of the conplete |abe
forwardi ng state.

If a label is a Sequence Nunbered FT Label, all LDP nmessages
affecting that |abel MJST carry the FT Protection TLV so that the
state of the |abel can be recovered after a failure of the LDP
sessi on.
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A further valid optionis for no |abels to be Sequence Numbered FT
Labels. In this case, check-pointing using the Keepalive nessage
applies to all nessages exchanged on the session

5.1.1.1 Scope of FT Labels

The scope of the FT/non-FT status of a label is |limted to the LDP
nessage exchanges between a pair of LDP peers.

In Ordered Control, when the nessage is forwarded downstream or
upstream the TLV may be present or absent according to the
requi renents of the LSR sending the nessage.

If a platformw de | abel space is used for FT Labels, an FT Labe
val ue MUST NOT be reused until all LDP FT peers to which the |abe
was passed have acknow edged the w thdrawal of the FT Label, either
by an explicit LABEL W THDRAW LABEL RELEASE, exchange or implicitly
if the LDP session is reconnected after failure but without the FT

Reconnect Flag set. 1In the event that a session is not re-
establ i shed within the Reconnection Tineout, a | abel MAY becone
available for re-use if it is not still in use on sone other session

5.1.2 FT Address Messages

If an LDP session uses the LDP FT enhancenents, both LDP peers MJST
secure Address and Address Wt hdraw nessages using FT Qperation ACKs,
as described below. This avoids any anbiguity over whether an
Address is still valid after the LDP session is reconnected.

If an LSR determ nes that an Address nessage it sent on a previous
instantiation of a recovered LDP session is no |longer valid, it MJST
explicitly issue an Address Wthdraw for that address when the
session is reconnected.

If the FT Reconnect Flag is not set by both LDP peers upon
reconnection of an LDP session (i.e. state has not been preserved),
both LDP peers MJUST consider all Addresses to have been withdrawn.
The LDP peers SHOULD i ssue new Address messages for all their valid
addresses, as specified in [ RFC3036].

5.1. 3 Label Resources Avail able Notifications

In LDP, it is possible that a downstream LSR nay not have | abels
available to respond to a Label Request. |In this case, as specified
in RFC 3036, the downstream LSR must respond with a Notification - No
Label Resources message. The upstream LSR then suspends asking for
new | abels until it receives a Notification - Label Resources
Avai |l abl e nessage fromthe downstream LSR
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When the FT extensions are used on a session, inplenentations may
choose whether or not to secure the |abel resource state of their
peer. This choice inpacts the nunber of LDP nmessages that will be
incorrectly routed to a peer with depl eted resources on session re-
establ i shnent, but does not otherw se inpact interoperability.

For full preservation of state:

- The downstream LSR nust preserve the label availability state
across a failover so that it renenbers to send Notification -
Label Resources Avail abl e when the resources becone avail abl e.

-  The upstream LSR nust recall the |abel availability state across
failover so that it can optim ze not sending Label Requests when
it recovers.

- The downstream LSR nust use sequence numbers on Notification -
Label Resources Available so that it can check that LSR A has
recei ved the nessage and clear its secured state, or resend the
nmessage if LSR A recovers w thout having received it.

However, the foll owi ng options al so exist:

- The downstream LSR may choose to not include a sequence nunber on
Notification - Label Resources Available. This neans that on
session re-establishment it does not know what its peer thinks the
LSR s resource state is, because the Notification may or nay not
have been delivered. Such an inplenmentation MJST begin recovered
sessions by sending an additional Notification - Label Resources
Avail able to reset its peer.

- The upstream node nmay choose not to secure information about its
peer’s resource state. It would acknow edge a Notification -
Label Resources Avail able, but would not save the information
Such an inplementation MUST assunme that its peer’s resource state
has been reset to Label Resources Avail able when the session is
re-established.

If the FT Reconnect Flag is not set by both LDP peers upon
reconnection of an LDP session (i.e. state has not been preserved),
both LDP peers MJUST consider the |abel availability state to have
been reset as if the session had been set up for the first tine.
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5.2. FT Operation ACKs

Handshaki ng of FT LDP nmessages is achi eved by use of ACKs.
Correl ati on between the original nessage and the ACK i s by neans of
the FT Sequence Nunber contained in the FT Protection TLV, and passed
back in the FT ACK TLV. The FT ACK TLV may be carried on any LDP
nessage that is sent on the TCP connection between LDP peers.

An LDP peer nmmintains a separate FT sequence nunber for each LDP
session in which it participates. The FT Sequence nunber is

i ncrenented by one for each FT LDP nessage (i.e. containing the FT
Protection TLV) issued by this LSR on the FT LDP session with which
the FT sequence nunber is associ ated.

VWhen an LDP peer receives a nmessage containing the FT Protection TLV,
it MUST take steps to secure this nessage (or the state information
derived from processing the nessage). Once the nessage is secured,
it MJUST be ACKed. However, there is no requirenent on the LSR to
send this ACK i nmedi ately.

ACKs may be accunul ated to reduce the nmessage fl ow between LDP peers.
For exanple, if an LSR received FT LDP nessages with sequence nunbers
1, 2, 3, 4, it could send a single ACK with sequence nunber 4 to ACK
recei pt, securing of all these nessages. There is no protocol reason
why the nunmber of ACKs accumul ated, or the time for which an ACK is
deferred, should not be allowed to becone relatively |arge.

ACKs MUST NOT be sent out of sequence, as this is inconpatible with
the use of accumul ated ACKs. Duplicate ACKs (that is two successive
nmessages that acknow edge the sanme sequence nunber) are acceptable.

If an LDP peer discovers that its sequence nunber space for a
specific session is full of un-acknow edged sequence nunbers (because
its partner on the session has not acknow edged themin a tinely
way), it cannot allocate a new sequence nunber for any further FT LPD
nmessage. It SHOULD send a Notification nessage with the status code
"FT Seq Nunbers Exhausted’

5.3. Preservation of FT State

If the LDP FT enhancenents are in use on an LDP session, each LDP
peer SHOULD NOT rel ease the state infornation and resources
associated with FT Label s exchanged on that LDP session when the TCP
connection fails. This is contrary to [ RFC3036], but allows |abe
operations on FT Labels to be conpleted after re-connection of the
TCP connecti on.
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Both LDP peers on an LDP session that is using the LDP FT
enhancenents SHOULD preserve the state informati on and resources they
hold for that LDP session as described bel ow.

- An upstream LDP peer SHOULD rel ease the resources (in particul ar
bandwi dt h) associated with a Sequence Nunbered FT Label when it
initiates a Label Rel ease or Label Abort nessage for the | abel
The upstream LDP peer MJST preserve state information for the
Sequence Nunbered FT Label, even if it rel eases the resources
associated with the label, as it nmay need to reissue the | abe
operation if the TCP connection is interrupted.

- An upstream LDP peer MJST rel ease the state informati on and
resources associated with a Sequence Nunbered FT Label when it
recei ves an acknow edgenent to a Label Rel ease or Label Abort
nmessage that it sent for the | abel, or when it sends a Labe
Rel ease nessage in response to a Label Wthdraw nmessage received
fromthe downstream LDP peer

- A downstream LDP peer SHOULD NOT rel ease the resources associ ated
with a Sequence Nunmbered FT Label when it sends a Label Wt hdraw
nmessage for the | abel as it has not yet received confirmation that
the upstream LDP peer has ceased to send data using the | abel
The downstream LDP peer MJUST NOT rel ease the state information it
holds for the label as it nay yet have to reissue the |abe
operation if the TCP connection is interrupted.

- A downstream LDP peer MJIST rel ease the resources and state
i nformati on associated with a Sequence Nunbered FT Label when it
recei ves an acknow edgenent to a Label Wthdraw nessage for the
| abel .

- Wien the FT Reconnection Tineout expires, an LSR SHOULD rel ease
all state information and resources from previous instantiations
of the (permanently) failed LDP session

- Either LDP peer NMAY elect to release state infornation based on
its internal know edge of the loss of integrity of the state
information or an inability to pend (or queue) LDP operations (as
described in section 5.4.1, "LDP Operations During TCP Failure")
during a TCP failure. That is, the peer is not required to wait
for the duration of the FT Reconnection Tineout before rel easing
state; the timeout provides an upper limt on the persistence of
state. However, in the event that a peer releases state before
the expiration of the Reconnection Tineout, it MJST NOT re-use any
| abel that was in use on the session until the Reconnection
Ti meout has expired.
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- Wien an LSR receives a Status TLV with the E-bit set in the status
code, which causes it to close the TCP connection, the LSR MUST
rel ease all state information and resources associated with the
session. This behavior is nandated because it is inpossible for
the LSR to predict the precise state and future behavior of the
partner LSR that set the E-bit wi thout know edge of the
i mpl enentati on of that partner LSR

Note that the ’'Tenporary Shutdown’ status code does not have the
E-bit set, and MAY be used during maintenance or upgrade
operations to indicate that the LSR intends to preserve state
across a closure and re-establishment of the TCP session

- If an LSR determnes that it rmust rel ease state for any single FT
Label during a failure of the TCP connection on which that |abe
was exchanged, it MJIST release all state for all |abels on the LDP
sessi on.

The rel ease of state information and resources associated with non-FT
| abel s is as described in [ RFC3036].

Note that a Label Rel ease and the acknow edgement to a Label Wt hdraw
may be received by a downstream LSR in any order. The downstream LSR
MAY rel ease its resources upon receipt of the first nessage and MJST
rel ease its resources upon receipt of the second nessage.

5.4. FT Procedure After TCP Failure

VWhen an LSR di scovers or is notified of a TCP connection failure it
SHOULD start an FT Reconnection Tiner to allow a period for re-
connection of the TCP connection between the LDP peers.

The RECOMMENDED default value for this timer is 5 seconds. During
this time, failure nust be detected and reported, new hardware nay
need to be activated, software state nmust be audited, and a new TCP
session nmust be set up.

Once the TCP connection between LDP peers has failed, the active LSR
SHOULD attenpt to re-establish the TCP connection. The mechani smns,
timers and retry counts to re-establish the TCP connection are an

i mpl enentati on choice. It is RECOMMENDED that any attenpt to re-
establish the connection should take into account the failover
processi ng necessary on the peer LSR, the nature of the network

bet ween the LDP peers, and the FT Reconnection Ti neout chosen on the
previous instantiation of the TCP connection (if any).
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If the TCP connection cannot be re-established within the FT
Reconnection Ti neout period, the LSR detecting this tineout SHOULD
rel ease all state preserved for the failed LDP session. |If the TCP
connection is subsequently re-established (for exanmple, after a
further Hell o exchange to set up a new LDP session), the LSR MJST set
the FT Reconnect Flag to O if it released the preserved state
information on this timeout event.

If the TCP connection is successfully re-established within the FT
Reconnection Ti neout, both peers MJST re-issue LDP operations that
were interrupted by (that is, un-acknow edged as a result of) the TCP
connection failure. This procedure is described in section 5.5, "FT
Procedure After TCP Re-connection".

The Hold Tinmer for an FT LDP Session (see [RFC3036] section 2.5.5)
SHOULD be ignored while the FT Reconnection Tiner is running. The
hold timer SHOULD be restarted when the TCP connection is re-

est abl i shed.

5.4.1 FT LDP Operations During TCP Failure

When the LDP FT enhancenents are in use for an LDP session, it is
possible for an LSR to determne that it needs to send an LDP nessage
to an LDP peer, but that the TCP connection to that peer is currently
down. These | abel operations affect the state of FT Labels preserved
for the failed TCP connection, so it is inmportant that the state
changes are passed to the LDP peer when the TCP connection is
rest or ed.

If an LSR determines that it needs to issue a new FT LDP operation to
an LDP peer to which the TCP connection is currently failed, it MJST
pend the operation (e.g. on a queue) and conplete that operation with
the LDP peer when the TCP connection is restored, unless the |abe
operation is overridden by a subsequent additional operation during
the TCP connection failure (see section 5.5, "FT Procedure After TCP
Re- connection").

If, during TCP Failure, an LSR determines that it cannot pend an
operation which it cannot sinply fail (for exanple, a Label Wt hdraw,
Rel ease or Abort operation), it MJST NOT attenpt to re-establish the
previ ous LDP session. The LSR MJST behave as if the Reconnection
Timer expired and release all state information with respect to the
LDP peer. An LSR nay be unable (or unwilling) to pend operations;
for instance, if a najor routing transition occurred while TCP was

i noperabl e between LDP peers, it mght result in excessively |arge
nunbers of FT LDP Operations. An LSR that rel eases state before the
expiration of the Reconnection Tineout MJST NOT re-use any | abel that
was in use on the session until the Reconnection Timeout has expired.
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In ordered operation, received FT LDP operations that cannot be
correctly forwarded because of a TCP connection failure MAY be
processed i mredi ately (provided sufficient state is kept to forward
the | abel operation) or pended for processing when the onward TCP
connection is restored and the operation can be correctly forwarded
upstream or downstream Qperations on existing FT Label s SHOULD NOT
be failed during TCP session failure.

It is RECOWENDED that Label Request operations for new FT Label s not
be pended awaiting the re-establishment of TCP connection that is
awai ting recovery at the time the LSR determines that it needs to

i ssue the Label Request nessage. Instead, such Label Request
operations SHOULD be failed and, if necessary, a notification nessage
containing the 'No LDP Session’ status code sent upstream

Label Requests for new non-FT Labels MJST be rejected during TCP
connection failure, as specified in [ RFC3036].

5.5. FT Procedure After TCP Re-connection

The FT operation handshaki ng descri bed above neans that all state
changes for Sequence Nunbered FT Label s and Address messages are
confirmed or reproducible at each LSR

If the TCP connection between LDP peers fails but is re-connected
within the FT Reconnection Tineout, and both LSRs have indicated they
will be re-establishing the previous LDP session, both LDP peers on
the connection MJST conpl ete any | abel operations for Sequence
Nunbered FT Labels that were interrupted by the failure and re-
connection of the TCP connection

The procedures for FT Reconnection Tineout MAY have been invoked as a
result of either LDP peer being unable (or unwilling) to pend
operations which occurred during the TCP Failure (as described in
section 5.4.1, "LDP Operations During TCP Failure").

If, for any reason, an LSR has been unable to pend operations with
respect to an LDP peer, as described in section 5.4.1, "LDP
Operations During TCP Failure", the LSR MIST set the FT Reconnect
Flag to 0 on re-connection to that LDP peer indicating that no FT
state has been preserved.

Label operations are conpleted using the follow ng procedure.
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5.5.1 Re-Issuing FT Messages

Upon restoration of the TCP connection between LDP peers, any LDP
nmessages for Sequence Numbered FT Labels that were | ost because of
the TCP connection failure are re-issued. The LDP peer that receives
a re-issued nessage processes the nessage as if received for the
first tinme.

“"Net - zer 0" conbi nati ons of nessages need not be re-issued after re-
establ i shnent of the TCP connection between LDP peers. This leads to
the following rules for re-issuing nmessages that are not ACKed by the
LDP peer on the LDP Initialization nessage exchange after re-
connection of the TCP session

- A Label Request message MJUST be re-issued unless a Label Abort
woul d be re-issued for the sane Sequence Numbered FT Label

- A Label Mapping nmessage MJUST be re-issued unless a Label Wthdraw
nessage woul d be re-issued for the same Sequence Numbered FT
Label .

- Al other messages on the LDP session that were sent and carried
the FT Protection TLV MJST be re-issued if an acknow edgenent was
not previously been received.

Any FT Label operations that were pended (see section 5.4.1, "LDP
Qperations During TCP Failure") during the TCP connection failure
MJST al so be issued upon re-establishment of the LDP session, except
where they formpart of a "net-zero" conbination of messages
according to the above rules.

The determination of "net-zero" FT Label operations according to the
above rul es MAY be perforned on pended nmessages prior to the re-
establ i shnent of the TCP connection in order to optimze the use of
gueue resources. Messages that were sent to the LDP peer before the
TCP connection failure, or pended nessages that were paired with
them MJST NOT be subject to such optimization until an FT ACK TLV is
received fromthe LDP peer. This ACK allows the LSR to identify

whi ch nessages were received by the LDP peer prior to the TCP
connection failure.

6. Check-Pointing Procedures

Check- Poi nting can be sel ected i ndependently fromthe FT procedures
descri bed above by using the Cbit in the FT Session TLV on the
Session Initialization nmessage. Note, however, that check-pointing
is an integral part of the FT procedures. Setting the S and the C
bit will achieve the sane function as setting just the S bit.
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If the Cbhit is set, but the S bit is not set, no |abel is a Sequence
Nunbered FT Label. Instead, all |abels are Check-Pointable FT
Label s. Check-Pointing is used to synchronize all |abel exchanges.
No message, apart fromthe check-point request and acknow edgenent,
carries an active sequence nunmber. (Note that the Session
Initialization message may carry a sequence nunber to confirmthat
the check-point is still in place).

It is an inplenmentation matter to decide the ordering of received
nmessages and check-point requests to ensure that check- point
acknow edgenents are secured.

If the S and C bits are both set, or only the S bit is set, check-
poi nting applies only to Sequence Nunbered FT Labels and to address
nmessages.

The set of all messages check-pointed in this way is called the
Check- Poi nt abl e Messages.

6.1 Check-Pointing with the Keepalive Message

If an LSR receives a FT Protection TLV on a Keepalive message, this
is a request to flush the acknow edgenments for all previously
recei ved Check- Poi ntabl e Messages on the session

As soon as the LSR has conpl eted securing the Check-Pointable
Messages (or state changes consequent on those nessages) received

bef ore the Keepalive, it MJST send an acknow edgenent to the sequence
nunber of the Keepalive message.

In the case where the FT procedures are in use and acknow edgenents
have been stored up, this nay occur inmediately upon receipt of the
Keepal i ve.

An exanpl e nessage flow showi ng this use of the Keepalive nessage to
perform a periodic check-point of state is shown in section 9.2, "Use
of Check-Pointing Wth FT Procedures".

An exanpl e nessage flow showi ng the use of check-pointing w thout the
FT procedures is shown in section 9.5, "Check-Pointing Wthout FT
Procedur es".

6.2 Quiesce and Keepalive
If the Keepalive Message al so contains the FT Cork TLV, this

i ndi cates that the peer LSR wishes to quiesce the session prior to a
graceful restart.

Farr el St andards Track [ Page 23]



RFC 3479 Fault Tol erance for the LDP February 2003

It is RECOWENDED that upon receiving a Keepalive with the FT CORK
TLV, an LSR should cease to send any further |abel or address rel ated
nmessages on the session until it has been di sconnected and
reconnect ed, other than nmessages generated while processing and
securing previously unacknow edged nessages received fromthe peer
requesting the quiesce. It should also attenpt to conplete this
processing and return a Keepalive with the FT ACK TLV as soon as
possible in order to allow the session to be quiesced.

An exanpl e nessage flow showing this use of the FT Cork TLV to
achi eve a three-way handshake of state synchronizati on between two
LDP peers is given in section 9.4, "Tenporary Shutdown Wth FT
Procedures and Check- Poi nting".

7. Changes to Existing Messages

7.

1

LDP Initialization Message

The LDP FT enhancenents add the followi ng optional paraneters to a
LDP Initialization nessage:

Opti onal Parameter Length Val ue
FT Session TLV 4 See Bel ow
FT ACK TLV 4 See Bel ow

The encoding for these TLVs is found in Section 8, "New Fields and
Val ues".

FT Session TLV
If present, specifies the FT behavior of the LDP session

FT ACK TLV
If present, specifies the |last FT nessage that the sending LDP
peer was able to secure prior to the failure of the previous
instantiation of the LDP session. This TLV is only present if the
FT Reconnect flag is set in the FT Session TLV, in which case this
TLV MJST be present.
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7.

7.

LDP Keepal i ve Messages

The LDP FT enhancenents add the foll owi ng optional paraneters to a
LDP Keepal i ve message:

Opti onal Paraneter Length Val ue

FT Protection TLV 4 See bel ow
FT Cork TLV 0 See bel ow
FT ACK TLV 4 See bel ow

The encoding for these TLVs is found in Section 8, "New Fields and
Val ues".

FT Protection TLV
If present, specifies the FT Sequence Nunmber for the LDP nessage.
VWhen present on a Keepalive nmessage, this indicates a solicited
flush of the acknow edgenents to all previous LDP nessages
cont ai ni ng sequence nunbers and issued by the sender of the
Keepal i ve on the same session

FT Cork TLV
I ndicates that the renote LSR wi shes to quiesce the LDP session
See section 5, "FT Qperations", for the recommended action in such
cases.

FT ACK TLV
If present, specifies the nost recent FT nmessage that the sending
LDP peer has been able to secure.

Al O her LDP Session Messages
The LDP FT enhancenents add the foll owi ng optional paraneters to al

ot her message types that flow on an LDP session after the LDP
Initialization nmessage

Opti onal Paraneter Length Val ue
FT Protection TLV 4 See bel ow
FT ACK TLV 4 See bel ow

The encoding for these TLVs is found in section 8, "New Fields and
Val ues".

FT Protection TLV
If present, specifies the FT Sequence Nunmber for the LDP nessage.
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FT ACK TLV
If present, identifies the nobst recent FT LDP nessage ACKed by the
sendi ng LDP peer.

8. New Fi el ds and Val ues
8.1. Status Codes

The foll owi ng new status codes are defined to indicate various
conditions specific to the LDP FT enhancenents. These status codes
are carried in the Status TLV of a Notification nessage.

The "E" columm is the required setting of the Status Code E-bit; the
"Status Data" colum is the value of the 30-bit Status Data field in
the Status Code TLV.

Note that the setting of the Status Code F-bit is at the discretion
of the LSR originating the Status TLV. However, it i s RECOVMENDED
that the F-bit is not set on Notification nessages containing status
codes except 'No LDP Session’ because the duplication of nmessages
SHOULD be restricted to being a per-hop behavi or

St at us Code E St at us Dat a

No LDP Session 0 0x0000001A

Zero FT seqgnum 1 0x0000001B

Unexpected TLV / 1  0x0000001C
Session Not FT

Unexpected TLV / 1 0x0000001D
Label Not FT

M ssing FT Protection TLV 1 0x0000001E

FT ACK sequence error 1 0x0000001F

Tenpor ary Shut down 0 0x00000020

FT Seq Numbers Exhausted 1 0x00000021

FT Session paraneters / 1 0x00000022
changed
Unexpected FT Cork TLV 1 0x00000023

The ' Temporary Shutdown’ status code SHOULD be used in place of the
" Shut down’ status code (which has the E-bit set) if the LSRthat is
shutting down wishes to informits LDP peer that it expects to be
able to preserve FT Label state and return to service before the FT
Reconnection Ti ner expires.
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8.2. FT Session TLV

LDP peers can negoti ate whether the LDP session between them supports
FT extensions by using a new OPTI ONAL paraneter, the FT Session TLV,
on LDP Initialization Messages.

The FT Session TLV is encoded as foll ows.

0 1 2 3
01234567890123456789012345678901
B i T S T T i I i i S I e
1/ 0| FT Session TLV (0x0503) | Length (= 12) |
R e s o S e T S T T i R e e e e o o i

+

.

| FT Fl ags | Reserved

I I s s i S i S A S S
| FT Reconnect Tineout (in mlliseconds)

B s i S i I i S S S i i
| Recovery Tinme (in mlliseconds)

i L S i I R S A Sl N SR S S o

FT Fl ags
FT Flags: A 16 bit field that indicates various attributes the FT
support on this LDP session. This field is formatted as foll ows:

0 1
0123456789012345
bk ok ok o R S R
| R Reser ved | S| A C L
B i S S S it s ol T S S

R FT Reconnect Fl ag.
Set to 1 if the sending LSR has preserved state and resources for
all FT-1abels since the previous LDP session between the sane LDP
peers, and is otherwi se set to 0. See section 5.4, "FT Procedures
After TCP Failure", for details of howthis flag is used.

If the FT Reconnect Flag is set, the sending LSR MJST include an
FT ACK TLV on the LDP Initialization nessage.

S: Save State Fl ag.
Set to 1 if the use of the FT Protection TLV is supported on
nessages ot her than the KeepAlive nessage used for check-pointing
(see the Chit). 1l.e., the S bit indicates that sone | abel on the
session may be a Sequence Nunbered FT Label

A: Al -Label Protection Required

Set to 1 if all labels on the session MIST be treated as Sequence
Nunbered FT Labels. This renoves froma node the option of
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treating sone | abels as FT Labels and sone | abels as non-FT
Label s.

Passing this informati on may be considered hel pful to a peer since
it my allowit to make optim zations in its processing.

The A bit only has neaning if the S bit is set.
C. Check-Pointing Fl ag.
Set to 1 to indicate that the check-Pointing procedures in this

docunent are in use

If the S bit is also set to 1 then the C bit indicates that
check-pointing is applied only to Sequence Numbered FT Labels.

If the Sbit is set to 0 (zero) then the C bit indicates that
check-pointing applies to all labels - all |abels are Check-
Poi nt abl e FT Label s.

L: Learn From Network Fl ag.
Set to 1 if the Fault Recovery procedures of [RFC3478] are to be
used to re-learn state fromthe network.
It is not valid for all of the S, Cand L bits to be zero.

It is not valid for both the L and either the S or C bits to be
set to 1.

Al'l other bits in this field are currently reserved and SHOULD be
set to zero on transm ssion and ignored upon receipt.

The following table sunmarizes the settings of these bits.

0 X 0 0 I nvalid

0 0 0 1 See [ RFC3478]

0 1 0 1 I nvalid

0 X 1 0 Check-Pointing of all |abels
0 X 1 1 Invalid

1 0 0 0 Full FT on sel ected | abel s

1 1 0 0 Full FT on all [|abels

1 X 0 1 I nvalid

1 X 1 0 Sane as (S=1, A=x, C=0, L=0)

1 X 1 1 I nval i d.
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FT Reconnection Ti meout
If the Sbit or Chbit inthe FT Flags field is set, this indicates
the period of tine the sending LSR will preserve state and
resources for FT Labels exchanged on the previous instantiation of
an FT LDP session that has recently failed. The tineout is
encoded as a 32-bit unsigned integer nunber of mlliseconds.

A value of zero in this field means that the sending LSR will
preserve state and resources indefinitely.

See section 4.4 for details of howthis field is used.

If the L bit is set to 1 in the FT Flags field, the nmeaning of
this field is defined in [ RFC3478].

Recovery Ti me
The Recovery Time only has neaning if the L bit is set in the FT
Flags. The nmeaning is defined in [ RFC3478].

8.3. FT Protection TLV

LDP peers use the FT Protection TLV to indicate that an LDP nessage
contains an FT | abel operation.

The FT Protection TLV MUST NOT be used in nmessages flowi ng on an LDP
session that does not support the LDP FT enhancenents. |Its presence
in such nmessages SHALL be treated as a protocol error by the

recei ving LDP peer which SHOULD send a Notification nessage with the
" Unexpected TLV Session Not FT' status code. LSRs that do not
recogni ze this TLV SHOULD respond with a Notification nessage with
the ' Unknown TLV' status code.

The FT Protection TLV MAY be carried on an LDP nmessage transported on
the LDP session after the initial exchange of LDP Initialization
messages. In particular, this TLV MAY optionally be present on the
fol | owi ng nmessages:

- Label Request Messages in downstream on-dermand distribution node.

- Label Mapping nessages in downstream unsolicited node.

- Keepalive nessages used to request flushing of acknow edgenent of
all previous nmessages that contained this TLV.
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If alabel is to be a Sequence Nunbered FT Label, then the Protection
TLV MJST be present:

- on the Label Request nessage in downstream on-denmand distribution
node.

- on the Label Mapping nmessage in in downstream unsolicited
di stribution node.

- on all subsequent messages concerning this |abel

Here ' subsequent nessages concerning this | abel’ neans any nessage
whose Label TLV specifies this |abel or whose Label Request Message
ID TLV specifies the initial Label Request nessage.

If a label is not to be a Sequence Nunbered FT Label, then the
Protection TLV MUST NOT be present on any of these nessages that
relate to the label. The presence of the FT TLV on a nessage
relating to a non-FT Label SHALL be treated as a protocol error by
the receiving LDP peer which SHOULD send a notification message with
the ' Unexpected TLV Label Not FT' status code.

VWere a Label Wthdraw or Label Rel ease message contains only an FEC
TLV and does not identify a single specific label, the FT TLV should
be included in the nessage if any | abel affected by the nessage is a
Sequence Nunbered FT Label. |If there is any doubt as to whether an
FT TLV should be present, it is RECOWENDED that the sender add the
TLV.

When an LDP peer receives a Label Wthdraw Message or Label Rel ease
nessage that contains only a FEC, it SHALL accept the FT TLV if it is
present regardl ess of the FT status of the labels that it affects.

If an LDP session is an FT session as determ ned by the presence of
the FT Session TLV, with the S bit set on the LDP Initialization
nessages, the FT Protection TLV MJST be present on all Address
nessages on the session.

If the session is an FT session, the FT Protection TLV may al so
optionally be present:

- on Notification nmessages on the session that have the status code
' Label Resources Avail abl e’

- on Keepalive messages.
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The FT Protection TLV is encoded as foll ows.

0 1 2 3
01234567890123456789012345678901
B s i S i I i S S S i i

| 0] 0] FT Protection (0x0203) | Length (= 4)

e b i T T e T S s S R S e T O i i Tk i RIS S S
| FT Sequence Numnber

R T i T e e i T S L e e e i T St R S S S S s e I S R

FT Sequence Number
The sequence nunber for this Sequence Nunbered FT Label operation
The sequence nunber is encoded as a 32-bit unsigned integer. The
initial value for this field on a new LDP session is 0x00000001
and is increnented by one for each FT LDP nessage issued by the
sending LSR on this LDP session. This field may wap from
OxFFFFFFFF t o 0x00000001.

This field MIST be reset to 0x00000001 if either LDP peer does not
set the FT Reconnect Flag upon re-establishnent of the TCP
connecti on.

See section 5.2, "FT Operation Acks" for details of howthis field
is used.

The special use of 0x00000000 is discussed in the section 8.4, "FT
ACK TLV" bel ow.

If an LSR receives an FT Protection TLV on a session that does not
support the FT LDP enhancenents, it SHOULD send a Notification
nessage to its LDP peer containing the 'Unexpected TLV, Session Not
FT' status code. LSRs that do not recognize this TLV SHOULD respond
with a Notification nessage with the 'Unknown TLV status code.

If an LSR receives an FT Protection TLV on an operation affecting a
| abel that it believes is a non-FT Label, it SHOULD send a
Notification nessage to its LDP peer containing the ’'Unexpected TLV,
Label Not FT' status code.

If an LSR receives a nessage without the FT Protection TLV affecting
a label that it believes is a Sequence Nunbered FT Label, it SHOULD
send a Notification nmessage to its LDP peer containing the 'Mssing
FT Protection TLV status code.

If an LSR receives an FT Protection TLV containing a zero FT Sequence

Nunber, it SHOULD send a Notification message to its LDP peer
containing the 'Zero FT Segnum status code.

Farr el St andards Track [ Page 31]



RFC 3479 Fault Tol erance for the LDP February 2003

8.4. FT ACK TLV
LDP peers use the FT ACK TLV to acknow edge FT Label operations.

The FT ACK TLV MJST NOT be used in nessages flowi ng on an LDP session

that does not support the LDP FT enhancenents. Its presence on such
nessages SHALL be treated as a protocol error by the receiving LDP
peer.

The FT ACK TLV MAY be present on any LDP nessage exchanged on an LDP
session after the initial LDP Initialization nessages. It is
RECOMVENDED t hat the FT ACK TLV be included in all FT Keepalive
nessages in order to ensure that the LDP peers do not build up a

| arge backl og of unacknow edged state information

The FT ACK TLV is encoded as foll ows.

0 1 2
012 23456
+- 4= +- ol SIS
| 0] O |
+- 4= +- R i I B R
| FT ACK Sequence Nunber

+

I S S S e s S S S T i S S e e e  n e S

FT ACK Sequence Nunber
The sequence nunber for the nmost recent FT | abel nmessage that the
sendi ng LDP peer has received fromthe receiving LDP peer and
secured against failure of the LDP session. It is not necessary
for the sending peer to have fully processed the nessage before
ACKing it. For exanple, an LSR MAY ACK a Label Request nessage as
soon as it has securely recorded the nessage, w thout waiting
until it can send the Label Mpping nessage in response.

ACKs are cunul ative. Receipt of an LDP nessage containing an FT
ACK TLV with an FT ACK Sequence Nunber of 12 is treated as the
acknow edgenent of all nessages from1 to 12 inclusive (assum ng
the LDP session started with a sequence number of 1).

This field MIST be set to O if the LSR sending the FT ACK TLV has
not received any FT | abel operations on this LDP session. This
applies to LDP sessions, to new LDP peers or after an LSR

determ nes that it nmust drop all state for a failed TCP
connecti on.

See section 5.2, "FT Operation Acks" for details of howthis field
i s used.
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If an LSR receives an FT ACK TLV that contains an FT ACK Sequence
Nunber that is less than the previously received FT ACK Sequence
Nunber (renenbering to take account of wrapping), it SHOULD send a
Notification nessage to its LDP peer containing the ' FT ACK Sequence
Error’ status code.

8.5. FT Cork TLV

LDP peers use the FT Cork TLV on FT Keepalive nessages to indicate
that they wish to quiesce the LDP session prior to a controlled
shutdown and restart, for exanple during control-plane software
upgr ade.

The FT Cork TLV is encoded as fol |l ows.

0 1 2 3
01234567890123456789012345678901
B T s i I S e i S i i S S e S

| O] O] FT Cork (0x0505) | Length (= 0)
s S S i I S R R e h T Tk e S S S o T S

Upon recei pt of a Keepalive nessage with the FT Cork TLV and the FT
Protection TLV, an LSR SHOULD performthe foll ow ng actions:

- Process and secure any nessages fromthe peer LSR that have
sequence nunbers |l ess than (accounting for wap) that contained in
the FT Protection TLV on the Keepalive nmessage.

- Send a Keepal i ve nessage back to the peer containing the FT Cork
TLV and the FT ACK TLV specifying the FT ACK sequence nunber
equal to that in the original Keepalive nmessage (i.e. ACKing al
nessages up to that point).

- If this LSR has not yet received an FT ACK to all the nessages it
has sent containing the FT Protection TLV, then also include an FT
Protection TLV on the Keepalive sent to the peer LSR  This tells
the renote peer that the local LSR has saved state prior to
qui esce but is still awaiting confirmati on that the renote peer
has saved state

- Cease sending any further state changi ng nessages on this LDP
session until it has been di sconnected and recovered.

On receipt of a Keepalive nmessage with the FT Cork TLV and an FT ACK
TLV t hat acknow edges the previously sent Keepalive that carried the
FT Cork TLV, an LSR knows that quiesce is conplete. |If the received
Keepal ive also carries the FT Protection TLV, the LSR nust respond

with a further Keepalive to conplete the 3-way handshake. It SHOULD
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now send a "Tenporary Shutdown" Notification nmessage, disconnect the
TCP session and perform what ever control plane actions required this
sessi on shut down.

An exanpl e of such a 3-way handshake for controll ed shutdown is given
in section section 9.4, "Tenporary Shutdown Wth FT Procedures and
Check- Poi nting".

If an LSR receives a nessage that should not carry the FT Cork TLV,
or if the FT Cork TLV is used on a Keepalive message without one of
the FT Protection or FT ACK TLVs present, it SHOULD send a
Notification nessage to its LDP peer containing the 'Unexpected FT
Cork TLV status code.

9. Exanple Use

Consi der two LDP peers, Pl and P2, inplenenting LDP over a TCP
connection that connects them and the nessage fl ow shown bel ow.

The paraneters shown on each nessage bel ow are as foll ows:
nmessage (| abel, senders FT sequence number, FT ACK numnber)
A"-" for FT ACK nunber neans that the FT ACK TLV is not incl uded
on that nessage. "n/a" neans that the paraneter in question is
not applicable to that type of nessage.
In the diagrans below, time flows fromtop to bottom The relative
position of each nmessage shows when it is transmtted. See the notes
for a description of when each nessage is received, secured for FT or
processed.

9.1. Session Failure and Recovery - FT Procedures

not es P1 P2
ZI;__ [;bel Request (L1, 27, -) -
Label Request(L2,28.-)
(2) T Label Request (L3, 83, 27)
(3) <__"____"_""""""""Label Request (L1, 123, -)
Label Request(L2,124,)
.......................... >
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(4) Label Mapping(L1, 57, -)
Label Nbpping(L1,94,28; __________________________
(5) ST Label Mapping(L2, 58, -)
Label thping(L2,95,—; __________________________
(6) Address(nia 20,y
(7) Label Request(L4,30,-)
(8 epalive(nia, 00 ]
(9 T bl Abori (13,96, )
(10) B
(11) : Label Wt hdraw(L1, 59, -)
: o e
(12) - TCP Session restored ===
LDP I nit(n/a,n/a,94)
TR init(na i, 20)
(13) Label Request(La,30,-)
(14 7 Label wappi ng(L2, 95, )
T Label Abort (L3, 96, 30)
(15) T Label Wthdraw(LL, 97, )
e e e

(1) Assune that the LDP session has already been initialized. Pl
i ssues 2 new Label Requests using the next sequence nunbers.

(2) P2 issues a Label Request to P1. At the tine of sending this

request, P2 has secured the receipt of the |label request for L1
fromPl, so it includes an ACK for that nessage.
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(3) P2 processes the Label Requests for L1 and L2 and forwards them
downstream Details of downstream processing are not shown in
t he di agram above.

(4) P2 receives a Label Mpping fromdownstream for L1, which it
forwards to P1. It includes an ACK to the Label Request for L2,
as that nessage has now been secured and processed.

(5) P2 receives the Label Mapping for L2, which it forwards to P1
This time it does not include an ACK as it has not received any
further nessages from P1.

(6) Meanwhile, Pl sends a new Address Message to P2

(7) P1 also sends a fourth Label Request to P2

(8) P1 sends a Keepalive message to P2, on which it includes an ACK
for the Label Mapping for L1, which is the | atest nessage Pl has
recei ved and secured at the time the Keepalive is sent.

(9) P2 issues a Label Abort for L3.

(10) At this point, the TCP session goes down.

(11) Wiile the TCP session is down, P2 receives a Label Wthdraw
Message for L1, which it queues.

(12) The TCP session is reconnected and P1 and P2 exchange LDP
Initialization nmessages on the recovered session, which include
ACKS for the | ast nessage each peer received and secured prior
to the failure.

(13) Fromthe LDP Init exchange, Pl deternmines that it needs to re-
i ssue the Label request for L4.

(14) Simlarly, P2 determines that it needs to re-issue the Labe
Mappi ng for L2 and the Label Abort.

(15) P2 issues the queued Label Wthdraw to P1
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9.2. Use of Check-Pointing Wth FT Procedures

not es P1 P2
?;;:: E;bel Request (L1, 27, -) -
Label Reauest (12,28,
(2 7 Label Request (13,93,)
(3) <-"--"--"""""""""Label Request (L1, 123, -)
Label Request (L2, 124,-)
(@ " Label Mappi ng(L,57,)
Label Mapping(Ll,94,-)< --------------------------
(5) ST Label Mapping(L2, 58, -)
Label Nbpping(L2,95,-; __________________________
(6) Address(nia o)
(7 Label Request (L4,30.)
(8) Keepalive(n/a 31,-) ”
(9) T keepal ive(nia - 31)
(10) ST Keepal i ve(n/ a, 59, 124)
(11) Keepal ive(na - 59)
........................... >

Notes (1) through (7) are as in the previous exanple except note that
no acknow edgenents are piggy-backed on reverse direction nmessages.
This means that at note (8) there are deferred acknow edgenments in
both directions on both Iinks.

(8) P1 wishes to synchronize state with P2. It sends a Keepalive
nessage containing an FT Protection TLV with sequence nunber 31.
Since it is not interested in P2's perception of the state that
it has stored, it does not include an FT ACK TLV.
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(9)

(10)

(11)

9.3. Te

(3)

(4)

(5)

(6)

(7

(8)
(9)

Farre
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P2 responds at once with a Keepalive acknow edgi ng the sequence
nunber on the received Keepalive. This tells Pl that P2 has
preserved all state/nessages previously received on this

sessi on.

The downstream node w shes to synchronize state with P2. It
sends a Keepal i ve nessage containing an FT Protection TLV with
sequence nunber 59. P3 also takes this opportunity to get up to
date with its acknow edgenents to P2 by including an FT ACK TLV
acknow edgi ng up to sequence numnber 124.

P2 responds at once with a Keepalive acknow edgi ng the sequence
nunber on the received Keepali ve.

nporary Shutdown Wth FT Procedures
P1 P2

Label Request (L1, 27,-)

Label Request(L2,28.-)
T Label Request (L3, 83, 27)
<________"""""""""_Label Request (L1, 123, -)
Label Request(L2, 124,-)
T Label Mappi ng(LL, 57, -)
Label thping(L1,94,28; __________________________
ST Label Mapping(L2, 58, -)
Label Nbpping(L2,95,—; --------------------------
Address(na20,)
Label Request (L4,30,)
Keepalive(n/a, -, 94) ”
___________________________ >

Label Abort (L3, 96, -)
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(10) Notification(Tenporary shut down)

(11) : Label W thdraw(L1, 59, -)

===== TCP Sessi on restored =====

(12) LDP Init(n/a,n/a,94)
T e Ih i 28y
(13) Label Request(L4,30,.)
(14 T Label Mappi ng(L2, 95, 1)
T ibel Abori (L3, 96, 30)
(15) T Label Wihdr L 870
___ label wthdraw(L1,97,-)

Notes are as in the previous exanple except as foll ows.

(10) P1 needs to upgrade the software or hardware that it is running.
It issues a Notification nmessage to termnate the LDP session,
but sets the status code as ’Tenporary shutdown’ to inform P2
that this is not a fatal error, and P2 should maintain FT state.
The TCP connection may also fail during the period that the LDP

session is down (in which case it will need to be re-
established), but it is also possible that the TCP connection
wi Il be preserved.
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9.4. Tenporary Shutdown Wth FT Procedures and Check- Pointing
not es P1 P2
?;;:: E;bel Request (L1, 27, -) -
Label Request (12.28,)
(2 7 Label Request (13,93,)
<-"-"--"-""""""""Label Request (L1, 123, -)
Label Request(L2,124,)
"7 Label Wapping(LL. 57,5
(3) Label Nbpping(L1,94,—; --------------------------
ST Label Mapping(L2, 58, -)
Label Nbpping(L2,95,-; __________________________
(4) Address(nia o)
(5 Label Request (L4,30.)
(6) Keepal i ve(n/a, 3L, 85) * w th FT Cork TLV *
(7) T Label Abort (L3, 96,-)
(8) T keepal ive(n/ &, 97,31) * with FT Cork TLV *
(9) Keepal i ve(ni a, -, 87) * with FT Cork TLV *
(10) Noti 11 cat i on( Tempor ary shut down)
LLi22 TOP Sessi on shut down ===
Label Wthdraw(L1, 59, -)
e e e
—==== TCP Session restored =====
(11) LDP I nit(n/a,n/a, 96)
e init(n/aa 3)
T Label Wthdraw(LL, 97, )
e e e
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Thi s exanpl e operates nuch as the previous one. However, at (1),
(2), (3), (4) and (5), no acknow edgenents are made.

At (6), Pl determines that graceful shutdown is required and sends a
Keepal i ve acknow edging all previously recei ved nessages and itself
contai ning an FT Protection TLV nunber and the FT Cork TLV.

The Label abort at (7) crosses with this Keepalive, so at (8) P2
sends a Keepal ive that acknow edges all nessages received so far, but
al so includes the FT Protection and FT Cork TLVs to indicate that
there are still nessages outstanding to be acknow edged.

Pl is then able to conplete the 3-way handshake at (9) and close the
TCP session at (10).

Upon recovery at (11), there are no nessages to be re-sent because
the KeepAlives flushed the acknow edgenents. The only nessages sent
after recovery is the Label Wthdraw that was pended during the TCP
session failure.
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(4)
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(6)
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(9)

(10)

(11)
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Check-Poi nting Wthout FT Procedures

P1 P2

Label Request(L1)

T bl Request(12)
<"__"_""""""""""Label Request (L1)
T Label mepping(Ly)
Label Mapping(L1) ST
Keepalive(nia 12,y
Label Request(L3) ”
T eepal ive(na -, 12)
<"__"_""""""""""Label Request (L3)
T Label mepping(La)
Label Mappi ng(L3) ST
S22 TP Session failure —e===
===== TCP Session restored =====
LDP Init(n/a,n/a,23)
TR init (A nia, 12)
Label Request(L®)
___________________________ Eabel Request (L3)
T Label mepping(La)
Label Mappi ng(L3) STt
T Label Request(l2)
e e e e
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(1), (2) and (3) show |l abel distribution without FT sequence nunbers.

(4) A check-Point request fromPl. It carries the sequence nunber
of the check-point request.

(5) P1 imrediately starts a new | abel distribution request.
(6) P2 confirms that it has secured all previous transactions.
(7) The subsequent (un-acknow edged) | abel distribution conpletes.

(8) The session fails and is restarted. Initialization nmessages
confirmthe sequence nunbers of the secured check-points.

(9) P1 recomences the unacknow edged | abel distribution request.

(10) P2 recomences an unacknow edged | abel distribution request.
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9.6. G aceful

(3)
(4)
(5)

(6)
(7
(8)

(9)

(10)

(11)

(12)
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Shut down Wth Check-Pointing But No FT Procedures

P1 P2
E;bel Request (L1) -
T bl Request(la)
<__"""_"""""""""Label Request (L1)
T Label mepping(Ly)

Label Mapping(L1) ST
Keepal i ve(n/ a, 12, 23) * Wih Cork TLV *
___________________________ >

Keepal i ve(n/ a, 24,12) * Wth Cork TLV *
Keepal i ve(ni a, -, 24) * Wth Cork TLV *
ot 1 cati on(Tempor ary_ shut down)
L= TP Session failure —o===
—==== TCP Session restored =====
LDP I nit(n/a,n/a,?24)
T e init (A nia 12)
Label Request(L3)
___________________________ Eabel Request (L3)
T Label wpping(L3)

Label Mapping(L3) ST
T Label mpping(L2)
___________________________ >
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(1), (2) and (3) show |l abel distribution without FT sequence nunbers.

(4) A check-point request fromPl. It carries the sequence nunber
of the check-point request and a Cork TLV.

(5) P1 has sent a Cork TLV so qui eces.

(6) P2 confirms the check-point and continues the three-way
handshake by including a Cork TLV itself.

(7) Pl conpletes the three-way handshake. All operations have now
been check-pointed and the session is quiesced.

(8) The session is gracefully shut down.

(9) The session recovers and the peers exchange the sequence nunbers
of the last secured check- points.

(10) P1 starts a new |l abel distribution request.

(11) P1 continues processing a previously received | abel distribution
request.

10. Security Consi derations

The LDP FT enhancenents inherit simlar security considerations to
those di scussed in [ RFC3036].

The LDP FT enhancenents allow the re-establishnent of a TCP
connection between LDP peers without a full re-exchange of the
attributes of established | abels, which renders LSRs that inplenent
the extensions specified in this docunent vul nerable to additiona
deni al - of -service attacks as foll ows:

- An intruder nmay inpersonate an LDP peer in order to force a
failure and reconnection of the TCP connection, but where the
i ntruder does not set the FT Reconnect Flag upon re-connection.
This forces all FT labels to be rel eased.

- Simlarly, an intruder could set the FT Reconnect Flag on re-

establishment of the TCP session wthout preserving the state and
resources for FT |abels.
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- An intruder could intercept the traffic between LDP peers and
override the setting of the FT Label Flag to be set to 0 for al
| abel s.

Al'l of these attacks may be countered by use of an authentication
schene between LDP peers, such as the MD5-based schene outlined in
[ RFC3036] .

Al ternative authentication schenes for LDP peers are outside the
scope of this docunment, but could be deployed to provide enhanced
security to inplenentations of LDP and the LDP FT enhancenents.

As with LDP, a security issue may exist if an LDP inpl enentation
continues to use |abels after expiration of the session that first
caused themto be used. This may arise if the upstream LSR detects
the session failure after the downstream LSR has rel eased and re-used
the label. The problemis npbst obvious with the platformw de | abe
space and could result in ms-forwarding of data to other than

i ntended destinations and it is conceivable that these behaviors nay
be deliberately exploited to either obtain services wthout

aut horization or to deny services to others.

In this document, the validity of the session may be extended by the
FT Reconnection Tineout, and the session may be re-established in
this period. After the expiry of the Reconnection Tineout, the
sessi on nmust be considered to have failed and the same security issue
appl i es as descri bed above.

However, the downstream LSR may decl are the session as failed before
the expiration of its Reconnection Tineout. This increases the

peri od during which the downstream LSR m ght reallocate the | abe
whil e the upstream LSR continues to transnmit data using the old usage
of the label. To reduce this issue, this docunent requires that

| abel s not be re-used until the Reconnection Tineout has expired.

A further issue mght apply if labels were re-used prior to the
expiration of the FT Reconnection Tinmeout, but this is forbidden by
this docunent.

The issue of re-use of |abels extends to | abels nanaged through ot her
mechani sns i ncl udi ng direct configuration through managenent
applications and distribution through other |abel distribution
protocols. Avoiding this problemnay be construed as an

i npl enentation issue (see below), but failure to acknow edge it could
result in the nis-forwardi ng of data between LSPs established using
some ot her nechani sm and those recovered using the nmethods descri bed
in this docunent.
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| mpl ement ati on Not es
1. FT Recovery Support on Non-FT LSRs

In order to take full advantage of the FT capabilities of LSRs in the
network, it may be that an LSR that does not itself contain the
ability to recover fromlocal hardware or software faults still needs
to support the LDP FT enhancenents described in this docunent.

Consider an LSR, P1, that is an LDP peer of a fully Fault Tol erant
LSR, P2. If P2 experiences a fault in the hardware or software that
serves an LDP session between P1 and P2, it may fail the TCP
connection between the peers. Wen the connection is recovered, the
LSPs/ | abel s between P1 and P2 can only be recovered if both LSRs were
appl ying the FT recovery procedures to the LDP session.

2. ACK generation logic

FT ACKs SHOULD be returned to the sending LSR as soon as is
practicable in order to avoid building up a large quantity of
unacknow edged state changes at the LSR  However, inmediate one-
f or-one acknow edgenents woul d waste bandw dth unnecessarily.

A possible inplenentation strategy for sending ACKs to FT LDP
nessages is as foll ows:

- An LSR secures received nessages in order and tracks the sequence
nunber of the nost recently secured nessage, Sr

- On each LDP KeepAlive that the LSR sends, it attaches an FT ACK
TLV listing Sr.

- Optionally, the LSR may attach an FT ACK TLV to any ot her LDP
nmessage sent between Keepalive nessages if, for exanple, Sr has
i ncreased by nore than a threshold val ue since the |last ACK sent.

This inplenentation conbines the bandw dth benefits of accunul ating
ACKs while still providing tinely ACKs.

2.1 Ack Ceneration Logic Wen Usi ng Check-Pointing

I f check-pointing is in use, the LSRs need not be concerned with
sending ACKs in such a tinmely nmanner.

Check-points are solicitations for acknow edgenents conveyed as a
sequence nunber in an FT Protection TLV on a Keepalive nmessage. Such
check-poi nt requests could be issued on a tinmer, after a significant
amount of change, or before controll ed shutdown of a session
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The use of check-pointing may considerably sinplify an inplenmentation
since it does not need to track the sequence nunbers of all received
LDP nessages. It nust, however, still ensure that all received
messages (or the consequent state changes) are secured before

acknow edgi ng the sequence number on the Keepali ve.

Thi s approach nay be considered optinmal in systens that do not show a
hi gh degree of change over tinme (such as targeted LDP sessions) and
that are prepared to risk loss of state for the npbst recent LDP
exchanges. Mre dynam c systens (such as LDP di scovery sessions) are
nore likely to want to acknow edge state changes nore frequently so
that the maxi mum anount of state can be preserved over a failure.

3 Interactions Wth O her Label Distribution Mechani sns

Many LDP LSRs al so run other |abel distribution mechanisms. These
i ncl ude managenent interfaces for configuration of static |abe
mappi ngs, other distinct instances of LDP, and other |abe

di stribution protocols. The |last exanple includes the traffic
engi neering | abel distribution protocol that is used to construct
tunnel s through which LDP LSPs are established.

As with re-use of individual |abels by LDP within a restarting LDP
system care must be taken to prevent |abels that need to be retained
by a restarting LDP session or protocol conponent from being used by
anot her | abel distribution mechanismsince that m ght conprom se data
security anongst other things.

It is a mtter for inplenentations to avoid this issue through the
use of techni ques such as a common | abel managenent conponent or
segnent ed | abel spaces.
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Intell ectual Property Consideration

The | ETF takes no position regarding the validity or scope of any
intell ectual property or other rights that mght be clainmed to
pertain to the inplenentation or use of the technol ogy described in
this docunment or the extent to which any license under such rights

m ght or might not be available; neither does it represent that it
has made any effort to identify any such rights. Information on the
| ETF's procedures with respect to rights in standards-track and

st andards-rel at ed docunentati on can be found in BCP-11. Copies of
clains of rights nade avail able for publication and any assurances of
licenses to be nade avail able, or the result of an attenpt nade to
obtain a general license or pernission for the use of such
proprietary rights by inplenmentors or users of this specification can
be obtained fromthe | ETF Secretari at.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary

ri ghts which nay cover technol ogy that nay be required to practice
this standard. Pl ease address the information to the | ETF Executive
Director.

The |1 ETF has been notified of intellectual property rights clained in
regard to sonme or all of the specification contained in this
document. For nore information, consult the online list of claimed
ri ghts.
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16. Full Copyright Statenent
Copyright (C The Internet Society (2003). Al Rights Reserved.

Thi s docunent and translations of it may be copied and furnished to
ot hers, and derivative works that conment on or otherwi se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages ot her than
Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORVATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE
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