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Abst r act
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Prot ocol Label Switching (GWLS)-based recovery nmechani sns (i.e.,

protection and restoration). The term nology is independent of the
underlying transport technol ogi es covered by GWLS.
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1. Introduction

Thi s docunent defines a comon termnology for Generalized Multi-
Prot ocol Label Switching (GWLS)-based recovery mechani sms (i.e.
protection and restoration).

The term nol ogy proposed in this docunent is independent of the
underlying transport technol ogies and borrows fromthe G808.1 ITUT
Recommendation [ G 808.1] and fromthe G 841 I TU- T Reconmendati on

[G 841]. The restoration term nol ogy and concepts have been gat hered
from numer ous sources including | ETF docunents.

In the context of this docunent, the term "recovery" denotes both
protection and restoration. The specific terns "protection" and
"restoration” will only be used when differentiation is required.

Thi s docunent focuses on the term nology for the recovery of Labe
Swi tched Paths (LSPs) controlled by a GWLS control plane. The
proposed term nol ogy applies to end-to-end, segnent, and span (i.e.
link) recovery. Note that the terninology for recovery of the
control plane itself is not in the scope of this docunent.

Protection and restoration of switched LSPs under tight time
constraints is a challenging problem This is particularly rel evant
to optical networks that consist of Tinme Division Miltiplex (TDV
and/ or all-optical (photonic) cross-connects referred to as GWLS
nodes (or sinply nodes, or even sonetinmes "Label Sw tching Routers,
or LSRs") connected in a general topol ogy [ RFC3945].

Recovery typically involves the activation of a recovery (or
alternate) LSP when a failure is encountered in the working LSP

A working or recovery LSP is characterized by an ingress interface,
an egress interface, and a set of intermedi ate nodes and spans
through which the LSP is routed. The working and recovery LSPs are
typically resource disjoint (e.g., node and/or span disjoint). This
ensures that a single failure will not affect both the working and
recovery LSPs.

A bi-directional span between nei ghboring nodes is usually realized
as a pair of unidirectional spans. Therefore, the end-to-end path
for a bi-directional LSP consists of a series of bi-directiona
segnents (i.e., Sub-Network Connections, or SNCs, in the ITUT
term nol ogy) between the source and destination nodes, traversing

i nt er medi at e nodes.
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Yakov Rekhter (Juniper)
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EMai | : yakov@ uni per. net
3. Conventions Used in this Docunent

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

4. Recovery Term nol ogy Conmon to Protection and Restoration

This section defines the foll owing general ternms conmon to both
protection and restoration (i.e., recovery). In addition, nost of
these terns apply to end-to-end, segnent, and span LSP recovery.

Not e that span recovery does not protect the nodes at each end of the
span, otherw se end-to-end or segnment LSP recovery should be used.

The term nol ogy and the definitions were originally taken from

[G 808.1]. However, for generalization, the follow ng | anguage,
which is not directly related to recovery, has been adapted to GWLS
and the conmmon | ETF tern nol ogy:

An LSP is used as a generic termto designate either an SNC ( Sub-
Net wor k Connection) or an NC (Network Connection) in ITUT

term nology. The ITU T uses the termtransport entity to designate
either a link, an SNC, or an NC. The term"Traffic" is used instead
of "Traffic Signal". The termprotection or restoration "schene" is
used instead of protection or restoration "architecture".

The reader is invited to read [ G 841] and [G 808.1] for references to
SDH protection and Generic Protection Switching term nol ogy,
respectively. Note that restoration is not in the scope of

[G 808.1].
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4.1. Wbrking and Recovery LSP/ Span

A working LSP/span is an LSP/span transporting "normal" user traffic.
A recovery LSP/span is an LSP/span used to transport "normal" user
traffic when the working LSP/span fails. Additionally, the recovery
LSP/ span may transport "extra" user traffic (i.e., pre-enptable
traffic) when nornmal traffic is carried over the working LSP/span

4.2. Traffic Types

The different types of traffic that can be transported over an
LSP/ span, in the context of this docunment, are defined hereafter:

A. Normal traffic:

User traffic that nay be protected by two alternative LSPs/spans (the
wor ki ng and recovery LSPs/spans).

B. Extra traffic:

User traffic carried over recovery resources (e.g., a recovery

LSP/ span) when these resources are not being used for the recovery of
normal traffic (i.e., when the recovery resources are in standby
node). When the recovery resources are required to recover nornal
traffic fromthe failed working LSP/span, the extra traffic is pre-
enpted. Extra traffic is not protected by definition, but may be
restored. Moreover, extra traffic does not need to conmence or be
term nated at the ends of the LSPs/spans that it uses.

C. Null traffic:

Traffic carried over the recovery LSP/span if it is not used to carry
normal or extra traffic. MNull traffic can be any kind of traffic
that conforns to the signal structure of the specific layer, and it
is ignored (not selected) at the egress of the recovery LSP/span

4.3. LSP/ Span Protection and Restoration

The followi ng subtle distinction is generally nmade between the terns
"protection" and "restoration", even though these terns are often
used i nterchangeably [ RFC3386].

The distinction between protection and restoration is nade based on
the resource allocation done during the recovery LSP/span
establishment. The distinction between different types of
restoration is nmade based on the | evel of route computation,
signaling, and resource allocation during the restorati on LSP/span
establ i shrment .
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A. LSP/ Span Protection

LSP/ span protection denotes the paradi gm whereby one or nore
dedi cated protection LSP(s)/span(s) is/are fully established to
protect one or nore working LSP(s)/span(s).

For a protection LSP, this inplies that route conputation took place,
that the LSP was fully signaled all the way, and that its resources
were fully selected (i.e., allocated) and cross-connected between the
i ngress and egress nodes.

For a protection span, this inplies that the span has been sel ected
and reserved for protection.

I ndeed, it neans that no signaling takes place to establish the
protection LSP/span when a failure occurs. However, various other
ki nds of signaling may take place between the ingress and egress
nodes for fault notification, to synchronize their use of the
protection LSP/span, for reversion, etc.

B. LSP/ Span Restoration

LSP/ span restoration denotes the paradi gm whereby sone restoration
resources nmay be pre-conputed, signaled, and selected a priori, but
not cross-connected to restore a working LSP/span. The conplete
establ i shnent of the restoration LSP/span occurs only after a failure
of the working LSP/span, and requires some additional signaling.

Both protection and restoration require signaling. Signaling to
establish the recovery resources and signaling associated with the
use of the recovery LSP(s)/span(s) are needed.

4.4. Recovery Scope

Recovery can be applied at various |evels throughout the network. An
LSP may be subject to local (span), segnent, and/or end-to-end
recovery.

Local (span) recovery refers to the recovery of an LSP over a |ink
bet ween two nodes.

End-to-end recovery refers to the recovery of an entire LSP fromits
source (ingress node end-point) to its destination (egress node end-
poi nt).

Segnment recovery refers to the recovery over a portion of the network

of a segment LSP (i.e., an SNCin the ITUT term nol ogy) of an end-
to-end LSP. Such recovery protects agai nst span and/or node failure

Manni e & Papadimtriou I nf or mati onal [ Page 7]



RFC 4427 GWLS Recovery Term nol ogy March 2006

over a particular portion of the network that is traversed by an
end-to-end LSP

4.5. Recovery Domain

A recovery domain is defined as a set of nodes and spans, over which
one or nore recovery schenes are provided. A recovery domain served
by one single recovery schene is referred to as a "single recovery
domain", while a recovery donmain served by nultiple recovery schenes
is referred to as a "nulti recovery domai n".

The recovery operation is contained within the recovery domain. A
GWPLS recovery donmain nust be entirely contained within a GWLS
domain. A GWLS domain (defined as a set of nodes and spans
controlled by GWLS) may contain nultiple recovery domains.

4.6. Recovery Types

The different recovery types can be classified depending on the
nunber of recovery LSPs/spans that are protecting a given nunber of
wor ki ng LSPs/ spans. The definitions given hereafter are fromthe
poi nt of view of a working LSP/span that needs to be protected by a
recovery schene.

A. 1+1 type: dedicated protection

One dedicated protection LSP/span protects exactly one working

LSP/ span, and the normal traffic is permanently duplicated at the

i ngress node on both the working and protection LSPs/spans. No extra
traffic can be carried over the protection LSP/span

This type is applicable to LSP/span protection, but not to LSP/span
restoration.

B. 0:1 type: unprotected

No specific recovery LSP/span protects the working LSP/ span

However, the working LSP/span can potentially be restored through any
alternate avail able route/span, with or w thout any pre-conputed
restoration route. Note that no resources are pre-established for
this recovery type.

This type is applicable to LSP/span restoration, but not to LSP/span
protection. Span restoration can be achi eved, for instance, by
nmoving all the LSPs transported over a failed span to a dynanically
sel ected span.
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C. 1:1 type: dedicated recovery with extra traffic

One specific recovery LSP/span protects exactly one specific working
LSP/ span, but the normal traffic is transmtted over only one LSP
(working or recovery) at a time. Extra traffic can be transported
using the recovery LSP/span resources.

This type is applicable to LSP/span protection and LSP restoration
but not to span restoration

D. I:N (N > 1) type: shared recovery with extra traffic

A specific recovery LSP/span is dedicated to the protection of up to
N wor ki ng LSPs/ spans. The set of working LSPs/spans is explicitly
identified. Extra traffic can be transported over the recovery

LSP/ span. All these LSPs/spans must start and end at the sane nodes.

Sonetimes, the working LSPs/spans are assuned to be resource disjoint
in the network so that they do not share any failure probability, but
this is not mandatory. Cbviously, if nore than one working LSP/ span
in the set of Nare affected by sone failure(s) at the sane tine, the
traffic on only one of these failed LSPs/spans may be recovered over
the recovery LSP/span. Note that N can be arbitrarily large (i.e.
infinite). The choice of Nis a policy decision

This type is applicable to LSP/span protection and LSP restoration
but not to span restoration

Note: a shared recovery where each recovery resource can be shared by
a maxi mum of X LSPs/spans is not defined as a recovery type but as a
recovery schene. The choice of X is a network resource managenent
pol i cy deci sion.

EE MN(M N>1, N> M type:

A set of Mspecific recovery LSPs/spans protects a set of up to N

specific working LSPs/spans. The two sets are explicitly identified.
Extra traffic can be transported over the Mrecovery LSPs/spans when
avail able. Al the LSPs/spans must start and end at the sane nodes.

Sonetimes, the working LSPs/spans are assumed to be resource disjoint
in the network so that they do not share any failure probability, but
this is not mandatory. Cbviously, if several working LSPs/spans in
the set of N are concurrently affected by sone failure(s), the
traffic on only Mof these failed LSPs/spans nay be recovered. Note
that N can be arbitrarily large (i.e., infinite). The choice of N
and Mis a policy decision

Manni e & Papadimtriou I nf or mati onal [ Page 9]



RFC 4427 GWLS Recovery Term nol ogy March 2006
This type is applicable to LSP/span protection and LSP restoration
but not to span restoration

4.7. Bridge Types

A bridge is the function that connects the normal traffic and extra
traffic to the working and recovery LSP/span

A. Permanent bridge
Under a 1+1 type, the bridge connects the normal traffic to both the
wor ki ng and protection LSPs/spans. This type of bridge is not
applicable to restoration types. There is, of course, no extra
traffic connected to the recovery LSP/span
B. Broadcast bridge
For 1: N and M N types, the bridge permanently connects the norma
traffic to the working LSP/span. In the event of recovery switching,
the normal traffic is additionally connected to the recovery
LSP/ span. Extra traffic is either not connected or connected to the
recovery LSP/span.
C. Selector bridge
For 1:N and M N types, the bridge connects the normal traffic to
either the working or the recovery LSP/span. Extra traffic is either
not connected or connected to the recovery LSP/span.

4.8. Selector Types
A selector is the function that extracts the normal traffic from
either the working or the recovery LSP/span. Extra traffic is either
extracted fromthe recovery LSP/span, or is not extracted.
A. Selective selector

Is a selector that extracts the normal traffic fromeither the
wor ki ng LSP/ span out put or the recovery LSP/span output.

B. Merging sel ector

For 1: N and M N protection types, the selector permanently extracts
the normal traffic fromboth the working and recovery LSP/span

outputs. This alternative works only in conbination with a sel ector
bri dge.
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4.9. Recovery GWLS Nodes
This section defines the GWLS nodes invol ved during recovery.
A. Ingress GWLS node of an end-to-end LSP/segment LSP/span
The ingress node of an end-to-end LSP/segnent LSP/span is where the
normal traffic may be bridged to the recovery end-to-end LSP/ segnent
LSP/ span. Al so known as source node in the I TU T termn nol ogy.
B. Egress GWLS node of an end-to-end LSP/segment LSP/span
The egress node of an end-to-end LSP/segnent LSP/span is where the
normal traffic nmay be selected fromeither the working or the

recovery end-to-end LSP/segnment LSP/span. Al so known as sink node in
the I TU- T term nol ogy.

C. Internedi ate GWLS node of an end-to-end LSP/segnent LSP

A node al ong either the working or recovery end-to-end LSP/segnent
LSP route between the correspondi ng i ngress and egress nodes. Also
known as intermediate node in the ITU T term nol ogy.

4.10. Switch-over Mechani sm

A switch-over is an action that can be perforned at both the bridge
and the selector. This action is as follows:

A. For the selector:

The action of selecting normal traffic fromthe recovery LSP/span
rather than fromthe working LSP/ span.

B. For the bridge:

In case of permanent connection to the working LSP/span, the action
of connecting or disconnecting the nornmal traffic to or fromthe
recovery LSP/span. In case of non-permanent connection to the
wor ki ng LSP/ span, the action of connecting the normal traffic to the
recovery LSP/span.

4.11. Reversion operations
A revertive recovery operation refers to a recovery swi tching
operation, where the traffic returns to (or renmains on) the working

LSP/ span when the switch-over requests are termnated (i.e., when the
wor ki ng LSP/ span has recovered fromthe failure).
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Therefore, a non-revertive recovery switching operation is when the
traffic does not return to the worki ng LSP/span when the swi tch-over
requests are terninated.

4.12. Failure Reporting
This section gives (for information) several signal types comonly
used in transport planes to report a failure condition. Note that
fault reporting may require additional signaling nechanisns.

A. Signal Degrade (SD): a signal indicating that the associ ated data
has degr aded.

B. Signal Fail (SF): a signal indicating that the associ ated data has
failed.

C. Signal Degrade Goup (SDG: a signal indicating that the
associ ated group data has degraded.

D. Signal Fail Goup (SFG: a signal indicating that the associated
group has fail ed.

Note: SDG and SFG definitions are under discussion at the I TUT.
4.13. External commands

This section defines several external conmands, typically issued by

an operator through the Network Managenent System (NVS)/El enent

Management System (EMS), that can be used to influence or conmand the

recovery schenes.

A. Lockout of recovery LSP/span

A configuration action, initiated externally, that results in the

recovery LSP/span being tenporarily unavailable to transport traffic

(either normal or extra traffic).

B. Lockout of normal traffic:

A configuration action, initiated externally, that results in the

normal traffic being tenporarily not allowed to be routed over its

recovery LSP/span. Note that in this case extra-traffic is stil
al l owed on the recovery LSP/span
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C. Freeze:

A configuration action, initiated externally, that prevents any
swi tch-over action from being taken, and, as such, freezes the
current state.

D. Forced switch-over for normal traffic:

A switch-over action, initiated externally, that sw tches norma
traffic to the recovery LSP/span, unless an equal or higher priority
swi tch-over command is in effect.

E. Manual switch-over for normal traffic:

A switch-over action, initiated externally, that sw tches norma
traffic to the recovery LSP/span, unless a fault condition exists on
ot her LSPs/spans (including the recovery LSP/span) or an equal or

hi gher priority switch-over command is in effect.

F. Manual switch-over for recovery LSP/span

A switch-over action, initiated externally, that sw tches norma
traffic to the working LSP/span, unless a fault condition exists on
the working LSP/span or an equal or higher priority sw tch-over
comand is in effect.

G dear

An action, initiated externally, that clears the active externa
command.

4.14. Unidirectional versus Bi-Directional Recovery Switching
A. Unidirectional recovery switching:
A recovery switching node in which, for a unidirectional fault (i.e.,
a fault affecting only one direction of transm ssion), only the
normal traffic transported in the affected direction (of the LSP or
span) is switched to the recovery LSP/span
B. Bi-directional recovery switching
A recovery switching node in which, for a unidirectional fault, the
normal traffic in both directions (of the LSP or span), including the

affected direction and the unaffected direction, are switched to the
recovery LSP/span.
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4.15. Full versus Partial Span Recovery Switching

Bul k LSP recovery is initiated upon reception of either span failure
notification or bulk failure notification of the S LSPs carried by
this span. In either case, the corresponding recovery swtching
actions are perfornmed at the LSP | evel, such that the ratio between
the nunber of recovery swi tching nmessages and the nunber of recovered
LSP (in one given direction) is mnimzed. |If this ratio equals 1
one refers to full span recovery; otherwise, if this ratio is greater
than 1, one refers to partial span recovery.

A. Full Span Recovery

Al the S LSP carried over a given span are recovered under span

failure condition. Full span recovery is also referred to as "bul k

recovery".

B. Partial Span Recovery

Only a subset s of the S LSP carried over a given span is recovered

under span failure condition. Both selection criteria of the

entities belonging to this subset, and the decision concerning the

recovery of the remaining (S - s) LSP, are based on |ocal policy.
4.16. Recovery Schemes Related Tinme and Durations

This section gives several typical timng definitions that are of
i mportance for recovery schenes.

A. Detection tine:

The tine between the occurrence of the fault or degradation and its
detection. Note that this is a rather theoretical tinme because, in
practice, this is difficult to neasure.

B. Correlation tinme:

The tine between the detection of the fault or degradation and the
reporting of the signal fail or degrade. This tine is typically used
in correlating related failures or degradations.

C. Notification tine:

The tine between the reporting of the signal fail or degrade and the

reception of the indication of this event by the entities that decide
on the recovery swi tching operation(s).
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D. Recovery Switching tine:

The tine between the initialization of the recovery switching
operation and the nmonent the normal traffic is selected fromthe
recovery LSP/span.

E. Total Recovery tine:

The total recovery time is defined as the sum of the detection, the
correlation, the notification, and the recovery switching time.

F. WAit To Restore tinme:
A period of time that must el apse after a recovered fault before an
LSP/ span can be used again to transport the normal traffic and/or to
sel ect the normal traffic from
Note: the hold-off tine is defined as the tine between the reporting
of signal fail or degrade, and the initialization of the recovery
swi tching operation. This is useful when multiple | ayers of recovery
are bei ng used.

4.17. | npairment

A defect or performance degradation, which may |l ead to SF or SD
trigger.

4.18. Recovery Ratio

The quotient of the actual recovery bandw dth divided by the traffic
bandwi dth that is intended to be protected.

4.19. Hitless Protection Switch-over
Protection switch-over, which does not cause data | oss, data
duplication, data disorder, or bit errors upon recovery swtching
action.

4.20. Network Survivability
The set of capabilities that allows a network to restore affected
traffic in the event of a failure. The degree of survivability is

determ ned by the network’s capability to survive single and nmultiple
failures.
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4.21. Survivabl e Network

A network that is capable of restoring traffic in the event of a
failure.

4.22. Escal ation

A network survivability action caused by the inmpossibility of the
survivability function in [ower |ayers.

5. Recovery Phases

It is comonly accepted that recovery inplies that the follow ng
generic operations need to be performed when an LSP/span or a node
failure occurs:

- Phase 1: Failure Detection

The action of detecting the inmpairnment (defect of perfornance
degradation) as a defect condition and the consequential activation
of SF or SD trigger to the control plane (through internal interface
with the transport plane). Thus, failure detection (which should
occur at the transport layer closest to the failure) is the only
phase that cannot be achi eved by the control plane al one.

- Phase 2: Failure Localization (and |sol ation)

Failure |l ocalization provides, to the deciding entity, information
about the location (and thus the identity) of the transport plane
entity that causes the LSP(s)/span(s) failure. The deciding entity
can then nmake an accurate decision to achieve finer grained recovery
swi tching action(s).

- Phase 3: Failure Notification

Failure notification phase is used 1) to informinternedi ate nodes
that LSP(s)/span(s) failure has occurred and has been detected and 2)
to informthe recovery deciding entities (which can correspond to any
i nternedi ate or end-point of the failed LSP/span) that the
correspondi ng LSP/ span is not avail abl e.

- Phase 4: Recovery (Protection or Restoration)

See Section 4.3.

- Phase 5: Reversion (Nornalization)

See Section 4.11.
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The conbination of Failure Detection and Failure Localization and
Notification is referred to as Fault Managenent.

5.1. Entities Involved During Recovery
The entities involved during the recovery operations can be defined
as follows; these entities are parts of ingress, egress, and
i nternedi ate nodes, as defined previously:

A. Detecting Entity (Failure Detection):

An entity that detects a failure or group of failures; thus providing
a non-correlated list of failures.

B. Reporting Entity (Failure Correlation and Notification):

An entity that can nake an intelligent decision on fault correlation
and report the failure to the deciding entity. Fault reporting can
be automatically perforned by the deciding entity detecting the
failure.

C. Deciding Entity (part of the failure recovery deci sion process):
An entity that makes the recovery decision or selects the recovery
resources. This entity conmuni cates the decision to the inpacted
LSPs/ spans with the recovery actions to be perforned.

D. Recovering Entity (part of the failure recovery activation
process):

An entity that participates in the recovery of the LSPs/spans.

The process of nmoving failed LSPs froma failed (working) span to a
protection span must be initiated by one of the nodes that term nates
the span, e.g., Aor B. The deciding (and recovering) entity is
referred to as the "master", while the other node is called the
"slave" and corresponds to a recovering only entity.

Note: The determination of the master and the sl ave nmay be based on
configured information or protocol -specific requirenents.

6. Protection Schenes

This section clarifies the nultiple possible protection schenes and
the specific term nology for the protection
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6.

6.

6.

1

2.

3.

1+1 Protection

1+1 protection has one worki ng LSP/span, one protection LSP/span, and
a permanent bridge. At the ingress node, the normal traffic is
permanently bridged to both the working and protection LSP/span. At
the egress node, the nornal traffic is selected fromthe better of
the two LSPs/spans.

Due to the permanent bridging, the 1+1 protection does not allow an
unprotected extra traffic signal to be provided.

1:N (N >= 1) Protection

1: N protection has N working LSPs/spans that carry normal traffic and
1 protection LSP/span that may carry extra-traffic.

At the ingress, the normal traffic is either permanently connected to
its working LSP/span and may be connected to the protection LSP/span
(case of broadcast bridge), or is connected to either its working
LSP/ span or the protection LSP/span (case of selector bridge). At
the egress node, the normal traffic is selected fromeither its
wor ki ng or protection LSP/span.

Unprotected extra traffic can be transported over the protection
LSP/ span whenever the protection LSP/span is not used to carry a
normal traffic.

MN(M N>1, N>= M Protection

M N protection has N working LSPs/spans carrying nornmal traffic and M
protection LSP/span that may carry extra-traffic.

At the ingress, the normal traffic is either permanently connected to
its working LSP/span and may be connected to one of the protection
LSPs/ spans (case of broadcast bridge), or is connected to either its
wor ki ng LSP/ span or one of the protection LSPs/spans (case of

sel ector bridge). At the egress node, the normal traffic is sel ected
fromeither its working or one of the protection LSP/span

Unprotected extra traffic can be transported over the M protection
LSP/ span whenever the protection LSPs/spans is not used to carry a
normal traffic.
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6.4. Notes on Protection Schemnes

Al protection types are either uni- or bi-directional; obviously,
the latter applies only to bi-directional LSPs/spans and requires

coordi nati on between the ingress and egress node during protection
swi t chi ng.

Al protection types except 1+1 unidirectional protection swtching
requi re a comuni cati on channel between the ingress and the egress
node.

In the GVWPLS context, span protection refers to the full or partia
span recovery of the LSPs carried over that span (see Section 4.15).

7. Restoration Schenes

This section clarifies the nultiple possible restoration schenes and
the specific terminology for the restoration

7.1. Pre-Planned LSP Restoration

Also referred to as pre-planned LSP re-routing. Before failure
detection and/or notification, one or nore restoration LSPs are
instanti ated between the sane ingress-egress node pair as the working
LSP. Note that the restoration resources nust be pre-conputed, nust
be signal ed, and may be selected a priori, but nay not cross-
connected. Thus, the restoration LSP is not able to carry any
extra-traffic.

The conpl ete establishnent of the restoration LSP (i.e., activation)
occurs only after failure detection and/or notification of the
wor ki ng LSP and requires sonme additional restoration signaling.
Therefore, this mechani sm protects agai nst working LSP failure(s) but
requires activation of the restoration LSP after failure occurrence.
After the ingress node has activated the restoration LSP, the latter
can carry the normal traffic.

Not e: when each working LSP is recoverabl e by exactly one restoration
LSP, one refers also to 1:1 (pre-planned) re-routing wthout extra-
traffic.

7.1.1. Shared- Mesh Restoration

"Shar ed-nmesh" restoration is defined as a particular case of pre-
pl anned LSP re-routing that reduces the restoration resource
requirements by allowing multiple restoration LSPs (initiated from
di stinct ingress nodes) to share common resources (including |inks
and nodes.)
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7.2. LSP Restoration

Also referred to as LSP re-routing. The ingress node switches the
normal traffic to an alternate LSP that is signaled and fully
established (i.e., cross-connected) after failure detection and/or
notification. The alternate LSP path may be conputed after failure
detection and/or notification. |In this case, one also refers to
"Full LSP Re-routing."

The alternate LSP is signaled fromthe ingress node and may reuse the
i nternedi ate node’ s resources of the working LSP under failure
condition (and nay al so include additional internmedi ate nodes.)
7.2.1. Hard LSP Restoration
Also referred to as hard LSP re-routing. A re-routing operation
where the LSP is rel eased before the full establishnment of an
alternate LSP (i.e., break-before-nmake).
7.2.2. Soft LSP Restoration
Also referred to as soft LSP re-routing. A re-routing operation
where the LSP is released after the full establishment of an
alternate LSP (i.e., nake-before-break).
8. Security Considerations
Security considerations are detailed in [ RFC4428] and [ RFC4426].
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