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Abst r act

Thi s docunent specifies the use of the Quick-Start nechani smby the
Dat agr am Congesti on Control Protocol (DCCP). DCCP is a transport
protocol that allows the transm ssion of congestion-controlled,
unreliable datagrans. DCCP is intended for applications such as
stream ng nmedia, Internet tel ephony, and online ganes. |In DCCP, an
application has a choice of congestion control nmechani sns, each
specified by a Congestion Control Identifier (CCID). This docunent
speci fies general procedures applicable to all DCCP CCl Ds and
specific procedures for the use of Quick-Start with DCCP CCID 2, CC D
3, and CCID 4. (Quick-Start enables a DCCP sender to cooperate with
Quick-Start routers along the end-to-end path to determ ne an all owed
sending rate at the start of a connection and, at tinmes, in the

m ddl e of a DCCP connection (e.g., after an idle or application-
l[imted period). The present specification is provided for use in
control l ed environments, and not as a mechani smthat woul d be

i ntended or appropriate for ubiquitous deployment in the gl oba

I nternet.

Status of This Menp

This menmo defines an Experimental Protocol for the Internet
conmunity. It does not specify an Internet standard of any kind.
Di scussi on and suggestions for inprovenent are requested.
Distribution of this menp is unlimted.
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| ntroducti on

The Dat agram Congestion Control Protocol (DCCP) [RFC4340] is a
transport protocol for congestion-controlled, unreliable datagrans,
i ntended for applications such as streani ng nedia, |nternet

t el ephony, and online ganes.

In DCCP, an application has a choice of congestion contro

nmechani sns, each specified by a Congestion Control ldentifier (CClD)

[ RFC4340]. There are general procedures applicable to all DCCP CCl Ds
that are described in Section 2, and details that relate to how

i ndi vi dual CCI Ds shoul d operate, which are described in Section 3.
Thi s separation of CCID specific and DCCP general functions is in the
spirit of the nodul ar approach adopted by DCCP

Quick-Start [RFC4782] is an experinmental nechani smfor transport
protocol s specified for use in controlled environnents. The current
specification of this nechanismis not intended or appropriate for
ubi qui t ous depl oynment in the global Internet.

Quick-Start is designed for use between end hosts within the sane
network or on Internet paths that include IP routers. It works in
cooperation with routers, allowi ng a sender to determ ne an all owed
sending rate at the start and at tines in the mddle of a data
transfer (e.g., after an idle or application-limted period).

Thi s docunent assunes the reader is famliar with RFC 4782 [ RFC4782],
whi ch specifies the use of Quick-Start with I[P and with TCP. Section
7 of RFC 4782 al so provides guidelines for the use of Quick-Start
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with other transport protocols, including DCCP. This docunent
provi des answers to sonme of the issues that were rai sed by RFC 4782
and provides a definition of how Quick-Start rmust be used with DCCP

In using Quick-Start, the sending DCCP end host indicates the desired
sending rate in bytes per second, using a Quick-Start option in the

| P header of a DCCP packet. Each Quick-Start-capable router along
the path could, in turn, either approve the requested rate, reduce
the requested rate, or indicate that the Quick-Start Request is not
appr oved.

If the Quick-Start Request is approved (possibly with a reduced rate)
by all the routers along the path, then the DCCP receiver returns an
appropriate Quick-Start Response. On receipt of this, the sending
end host can send at up to the approved rate for a period determn ned
by the nethod specified for each DCCP CCl D, and not exceeding three
round-trip tinmes. Subsequent transm ssions will be governed by the
default CCI D congestion control mnechani snms for the connection. |If
the Quick-Start Request is not approved, then the sender must use the
default congestion control mechani smns.

DCCP receivers are not required to acknow edge i ndividual packets (or
pairs of segments) as in TCP. CCID 2 [RFC4341] all ows much | ess
frequent feedback. Rate-based protocols (e.g., TCP-Friendly Rate
Control (TFRC) [RFC5348], CCID 3 [ RFC4342]) have a different feedback
nmechani smthan that of TCP. Wth rate-based protocols, feedback nay
be sent less frequently (e.g., once per Round-Trip Time (RTT)). In
such cases, a sender using Quick-Start needs to inplenent a different
mechani smto determ ne whether the Quick-Start sending rate has been
sustai ned by the network. This introduces a new nechanismcalled the
Qui ck-Start Validation Phase (Section 2.3).

In addition, this docunment defines two nore general enhancenents that
refine the use of Quick-Start after a flow has started (expected to
be nmore conmmon in applications using DCCP). These are the Quick-
Start Interval (Section 2.1.2), and the reaction to nobility triggers
(Section 2.6).

1.1. Termi nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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2. Quick-Start for DCCP

Unl ess ot herwi se specified, DCCP end hosts follow the procedures
specified in Section 4 of [RFC4782], follow ng the use specified for
Quick-Start with TCP.

2.1. Sending a Quick-Start Request for a DCCP Fl ow

A DCCP sender MAY use a Quick-Start Request during the start of a
connection, when the sender would prefer to have a larger initial
rate than all owed by standard mechanisms (e.g., [RFC5348] or

[ RFC3390]) .

A Quick-Start Request MAY al so be used once a DCCP flow is connected
(i.e., inthe mddle of a DCCP flow). |In standard operation, DCCP
CCl Ds can constrain the sending rate (or window) to | ess than that
desired (e.g., when an application increases the rate at which it

wi shes to send). A DCCP sender that has data to send after an idle
period or application-limted period (i.e., where the sender has
transmtted at less than the allowed sending rate) can send a Qui ck-
Start Request using the procedures defined in Section 3.

Qui ck-Start Requests will be nore effective if the Quick-Start Rate
is not larger than necessary. FEach requested Quick-Start Rate that
has been approved, but was not fully utilized, takes away fromthe
bandwi dt h pool maintai ned by Quick-Start routers that woul d be
ot herwi se avail able for granting successive requests [ RFC4782].

In contrast to nost TCP applications, many DCCP applications have the
notion of a natural nedia rate that they wish to achieve. For

exanpl e, during the initial connection, a host may request a Quick-
Start Rate equal to the media rate of the application, appropriately
i ncreased to account for the size of packet headers. (Note that
Quick-Start only provides a course-grain indication of the desired
rate that is expected to be sent in the next RTT.)

When sending a Quick-Start Request, the DCCP sender SHOULD send the
Qui ck-Start Request using a packet that requires an acknow edgenent,
such as a DCCP- Request, DCCP-Response, or DCCP-Dat a.

2.1.1. The Quick-Start Interval

Excessive use of the Quick-Start nechanismis undesirable. This
document defines an enhancenent to RFC 4782 to update the use of
Quick-Start after a DCCP fl ow has started, by introducing the concept
of the Quick-Start Interval. The Quick-Start Interval specifies a
period of time during which a Quick-Start Request SHOULD NOT be sent.
The Quick-Start Interval is nmeasured fromthe tine of transm ssion of
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the previous Quick-Start Request (Section 2.1). The Quick-Start
Interval MAY be overridden as a result of a network path change
(Section 2.6).

When a connection is established, the Quick-Start Interval is
initialized to the Initial _QSlI. The Initial_ QS MJT be at |east 6
seconds (larger values are pernitted). This value was chosen so that
it is sufficiently large to prevent excessive router processing over
typical Internet paths. Quick-Start routers that track per-flow
state MAY penalize senders by suspendi ng Quick-Start processing of
flows that make Quick-Start Requests for the sane flow with an
interval |ess than 6 seconds.

When the first Quick-Start Request is sent, the Qick-Start Interva
is set to:

Quick-Start Interval = Initial_QSI;

After sendi ng each subsequent Quick-Start Request, the Quick-Start
Interval is then recal cul ated as:

Quick-Start Interval = max(Quick-Start Interval * 2, 4 * RIT);

Each unsuccessful Quick-Start Request therefore results in the
Quick-Start Interval being doubled (resulting in an exponentia
back-off). The maximumtine the sender can back off is 64 seconds.
When the back-off calculation results in a |larger value, the sender
MUST NOT send any further Quick-Start Requests for the renai nder of
the DCCP connection (i.e., the sender ceases to use Quick-Start).

Whenever a Quick-Start Request is approved (at any rate), the Quick-
Start Interval is reset to the Initial_QSl.

2.2. Receiving a Quick-Start Request for a DCCP Fl ow

The procedure for processing a received Quick-Start Request is
normatively defined in [ RFC4782] and sunmarized in this paragraph
An end host that receives an | P packet containing a Quick-Start
Request passes the Quick-Start Request, along with the value in the
IP Time to Live (TTL) field, to the receiving DCCP layer. |If the
receiving host is willing to permt the Quick-Start Request, it
SHOULD respond i medi ately by sending a packet that carries the

Qui ck-Start Response option in the DCCP header of the corresponding
f eedback packet (e.g., using a DCCP-Ack packet or in a DCCP-DataAck
packet).

Fai r hurst & Sat hi aseel an Experi ment al [ Page 6]



RFC 5634 Qui ck-Start for DCCP August 2009

The Rate Request field in the Quick-Start Response option is set to
the received value of the Rate Request in the Quick-Start option or
to a lower value if the DCCP receiver is only willing to allow a

| ower Rate Request. Were information is available (e.g., know edge
of the local Layer 2 interface speed), a Quick-Start receiver SHOULD
verify that the received rate does not exceed its expected receive
link capacity. The TTL Diff field in the Quick-Start Response is set
to the difference between the received IP TTL value (Hop Linmt field
in IPv6) and the Quick-Start TTL value. The Quick-Start Nonce in the
Response is set to the received value of the Quick-Start Nonce in the
Qui ck-Start option (or |1Pv6 Header Extension).

The Quick-Start Response MJST NOT be resent if it is lost in the
network [ RFC4782]. Packet |oss could be an indication of congestion
on the return path; in which case, it is better not to approve the
Qui ck-Start Request.

If an end host receives an |IP packet with a Quick-Start Request with
a requested rate of zero, then this host SHOULD NOT send a Quick-
Start Response [ RFC4782].

2.2.1. The Quick-Start Response Option

The Quick-Start Response nessage nust be carried by the transport
protocol using Quick-Start. This section defines a DCCP Header
option used to carry the Quick-Start Response. This header option is
REQUI RED for end hosts to utilize the Quick-Start nmechani smw th DCCP
flows. The format resenbles that defined for TCP [ RFC4782].

1
+or

1234567890123
+- - e - -+ + +- +- +-
Type=45 Lengt h=8

1
__'."°°
—+4>
+ o

e i T S S e i S e

0
0
+-
|

|
+- - +-

| Qui ck-Start Nonce | R
e s o T o T S S ik i I S g S e S TR
Figure 1. The Quick-Start Response Option

The first byte of the Quick-Start Response option contains the option
kind, identifying the DCCP option (45).

The second byte of the Quick-Start Response option contains the
option length in bytes. The length field MJST be set to 8 bytes.
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The third byte of the Quick-Start Response option contains a four-
bit Reserved field, and the four-bit all owed Rate Request, formatted
as in the IP Quick-Start Rate Request option [RFC4782].

The fourth byte of the DCCP Quick-Start Response option contains the
TTL Diff. The TTL Diff contains the difference between the IP TTL
and Quick-Start TTL fields in the received Quick-Start Request
packet, as calculated in [ RFC4782].

Bytes 5-8 of the DCCP option contain the 30-bit Quick-Start Nonce and
a 2-bit Reserved field [ RFC4782].

2.3. Receiving a Quick-Start Response

On reception of a Quick-Start Response packet, the sender MJST report
the approved rate, by sending a Quick-Start Report of Approved Rate

[ RFC4782]. This report includes the Rate Report field set to the
Approved Rate, and the QS Nonce set to the QS Nonce value sent in the
Qui ck-Start Request.

The Quick-Start Report of Approved Rate is sent as an |Pv4 option or
| Pv6 header extension using the first Quick-Start Packet or sent as
an option using a DCCP control packet if there are no DCCP- Dat a
packets pendi ng transni ssion.

The Quick-Start Interval is also reset (as described in Section
2.1.1).

Reception of a Quick-Start Response packet that approves a rate
hi gher than the current rate results in the sender entering the
Qui ck-Start WMbde.

2.3.1. The Quick-Start Mode

VWiile a sender is in the Quick-Start Mde, all sent packets are known
as Quick-Start Packets [RFC4782]. The Quick-Start Packets MJST be
sent at a rate not greater than the rate specified in the Quick-
Start Response. The Quick-Start Mde continues for a period up to
one RTT (shorter, if a feedback nmessage arrives acknow edgi ng the
recei pt of one or nore Quick-Start Packets).

The procedure following exit of the Quick-Start Mdde is specified in

the follow ng paragraphs. Note that this behavior is CCl D specific
and the details for each current CCID are described in Section 3.
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2.3.2. The Quick-Start Validation Phase

After transmitting a set of Quick-Start Packets in the Quick-Start
Mode (and providing that no | oss or congestion is reported), the
sender enters the Quick-Start Validation Phase. This phase persists
for a period during which the sender seeks to affirmthat the
capacity used by the Quick-Start Packets did not introduce
congestion. This phase is introduced, because unlike TCP, DCCP
senders do not necessarily receive frequent feedback that would

i ndi cate the congestion state of the forward path.

While in the Quick-Start Validation Phase, the sender is tentatively

permtted to continue sending using the Quick-Start rate. This phase
normal |y concl udes when the sender receives feedback that includes an
acknow edgnent that all Quick-Start Packets were received

However, the duration of the Quick-Start Validation Phase MJUST NOT
exceed the Quick-Start Validation Time (a maxi numof 2 RTTs).

| mpl enentations nay set a timer (initialized to the Quick-Start
Validation Tine) to detect the end of this phase. There may be scope
for optimzation of timer resources in an inplenmentation, since the
Qui ck-Start Validation period tenmporarily enforces nore strict

nmoni tori ng of acknow edgenents than normally used in a CCID (e.g., an
i npl enentati on may consider using a comon tiner resource for Quick-
Start Validation and a nof eedback tinmer).

An exanpl e sequence of packet exchanges showi ng Quick-Start with DCCP
is shown in Figure 2.
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DCCP Sender DCCP Recei ver
Quick-Start R i T +
Request/ Response | Quick-Start Request --> |
| <-- Quick-Start Response |

| Quick-Start Approve --> |

o e m e e e e e e e e e e e e e e e e e e e e e e e e oo o - +
S +
Qui ck-Start | Quick-Start Packets -->
Mode | Quick-Start Packets -->
| <-- Feedback A from Recei ver
| (acknow edging first QS Packet) |
o e m e e e e e e e e e e e e e e e e e e e e e e e e oo o - +
e e e e e e e e e e e e e e e e e e e e e e e e e e e m e e e mm e — = =
Qui ck-Start | Packets -->
Val i dati on Phase | <-- Feedback B from Recei ver
| (acknow edgi ng all QS Packets) |
o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e e .= =
o e m e e e e e e e e e e e e e e e e e e e e e e e e oo o - +
DCCP | Packets --> |
Congesti on | <-- Feedback C from Recei ver
Cont r ol | |

Figure 2. The Quick-Start Mdde and Validation Phase

On conclusion of the Validation Phase (Feedback B in the above
figure), the sender expects to receive assurance that it may safely
use the current rate. A sender that conpletes the Quick-Start
Val i dation Phase with no reported packet |oss or congestion stops
using the Quick-Start rate and continues to adjust its rate using the
standard congestion control nmechanisns. For exanple, if the DCCP
sender was in slowstart prior to the Quick-Start Request, and no
packets were | ost or ECN-marked (Explicit Congestion Notification)
since that tinme, then the sender continues in slowstart after
exiting Quick-Start Mode until the sender sees a packet |oss, or
congestion is reported.

2.4. Procedure Wien No Response to a Quick-Start Request

As in TCP, if a Quick-Start Request is dropped (i.e., the Request or
Response is not delivered by the network) the DCCP sender MJST revert
to the congestion control nechanisns it would have used if the

Qui ck-Start Request had not been approved. The connection is not
permtted to send a subsequent Quick-Start Request before expiry of
the current Quick-Start Interval (Section 2.1.1).
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2.5. Procedure Wien a Packet |s Dropped Wiile Using Quick-Start

A lost or ECN-marked packet is an indication of potential network
congestion. The behavior of a DCCP sender following a |l ost or ECN
mar ked Quick-Start Packet or a |ost feedback packet is specific to a
particular CCID (see Section 3).

2.6. Interactions with Mbility and Signal ed Path Changes

The use of Quick-Start may assist end hosts in determning when it is
appropriate to increase their rate followi ng an explicitly signal ed
change of the network path.

When an end host receives a signal froman upstream|ink/network
notifying it of a path change, the change coul d sinultaneously inpact
nore than one flow, and may affect flows between nultiple endpoints.
Senders shoul d avoi d responding i nmredi ately, since this could result
i n unwant ed synchroni zati on of signaling nessages, and control | oops
(e.g., a synchronized attenpt to probe for a | arger congestion

wi ndow), which may negatively inpact the performance of the network
and transport sessions. |In Qick-Start, this could increase the rate
of Quick-Start Requests, possibly incurring additional router | oad,
and may result in sone requests not being granted. A sender nust
ensure this does not generate an excessive rate of Quick-Start
Requests by using the nmethod bel ow

A sender that has explicit information that the network path has
changed (e.g., a nobile |IP binding update [RFC3344], [RFC3775])
SHOULD reset the Quick-Start Interval to its initial value (specified
in Section 2.1.1).

The sender MAY al so send a Quick-Start Request to determ ne a new
safe transm ssion rate, but nust observe the follow ng rules:

- It MJUST NOT send a Quick-Start Request within a period | ess than
the initial Quick-Start Interval (Initial _QSlI) since it previously
sent a Quick-Start Request. That is, it nust wait for at |east a
period of Initial QSl after the previous request, before sending a
new Qui ck-Start Request.

- If it has not sent a Quick-Start Request within the previous
Initial _QSl period, it SHOULD defer sending a Quick-Start Request
for a randomy chosen period between 0 and the Initial _QSI value in
seconds. The random period shoul d be statistically independent
bet ween different hosts and between different connections on the
same host. This delay is to mitigate the effect on router |oad of
synchroni zed responses by multiple connections in response to a
path change that affects nmultiple connections.
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Hosts do not generally have sufficient information to choose an
appropriate random zation interval. This value was selected to
ensure random zation of requests over the Quick-Start Interval. In
networ ks where a | arge nunmber of senders may potentially be inpacted
by the sanme signal, a larger value nmay be desirable (or nethods may
be used to control this effect in the path change signaling).

2.7. Interactions with Path MU Di scovery

DCCP i mpl enent ati ons are encouraged to support Path MIU Di scovery
(PMIUD) when applications are able to use a DCCP packet size that
exceeds the default Path MIU [ RFC4340], [RFC4821]. Quick-Start
Requests SHOULD NOT be sent with packets that are used as a PMIuD
Probe Packet, since these packets could be lost in the network

i ncreasing the probability of loss of the request. It may therefore
be preferable to separately negotiate the PMIU and the use of Quick-
Start.

The DCCP protocol is datagram based and therefore the size of the
segnents that are sent is a function of application behavior as well
as being constrained by the [ argest supported Path MrIU.

2.8. Interactions with M ddl eboxes

A Quick-Start Request is carried in an | Pv4 packet option or |Pv6
extensi on header [RFCA782]. Interactions with network devices

(m ddl eboxes) that inspect or nodify IP options could therefore |ead
to discard, I1CVMP error, or DCCP-Reset when attenpting to forward
packets carrying a Quick-Start Request.

If a DCCP sender sends a DCCP-RRequest that al so carries a Quick-
Start Request, and does not receive a DCCP- Response to the packet,
the DCCP sender SHOULD resend the DCCP- Request packet wi thout
including a Quick-Start Request.

Simlarly, if a DCCP sender receives a DCCP-Reset in response to a
DCCP- Request packet that also carries a Quick-Start Request, then the
DCCP sender SHOULD resend t he DCCP- Request packet without the Quick-
Start Request. The DCCP sender then ceases to use the Quick-Start
Mechani sm for the remai nder of the connection.

A DCCP sender that uses a Quick-Start Request within an established
connection and does not receive a response will treat this as non-
approval of the request. Successive unsuccessful attenpts will
result in an exponential increase in the Quick-Start Interval
(Section 2.1.1). If this grows to a val ue exceedi ng 64 seconds, the
DCCP sender ceases to use the Quick-Start Mechani smfor the remainder
of the connection.
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3. Mechanisns for Specific CClDs

The foll owi ng sections specify the use of Quick-Start with DCCP CCI D
2, CCD 3, and for DCCP with TFRC-SP as specified in CCl D 4.

3.1. Qick-Start for CCID 2

This section describes the Quick-Start nechanismto be used with DCCP
CCID 2 [RFC4341]. CCD 2 uses a TCP-1ike congestion control
nmechani sm

3.1.1. The Quick-Start Request for CCID 2

A Quick-Start Request MAY be sent to allow the sender to deternmine if
it is safe to use a larger initial cwnd. This pernmits a faster
start-up of a new CCID 2 flow.

A Quick-Start Request MAY al so be sent for an established connection
to request a higher sending rate after an idle period or
application-limted period (described in Section 2.1). This allows a
receiver to use a larger cwnd than allowed with standard operation.

A Quick-Start Request that follows a reported | oss or congestion
event MUST NOT request a Quick-Start rate that exceeds the | argest
congestion wi ndow achi eved by the CCID 2 connection since the |ast
packet drop (translated to a sending rate).

3.1.2. Sending a Quick-Start Response with CCID 2

A receiver processing a Quick-Start Request uses the nmethod described
in Section 2.3. On receipt of a Quick-Start Request, the receiver
MUST send a Quick-Start Response (even if a receiver is constrained
by the ACK Rati 0).

3.1.3. Using the Quick-Start Response with CCID 2

On receipt of a valid Quick-Start Response option, the sender MJST
send a Quick-Start Approved option [ RFC4782] (see Section 2.3).

If the approved Quick-Start rate is less than current sending rate,
the sender does not enter the Quick-Start Mde, and continues using
the procedure defined in CCID 2.

If the approved Quick-Start rate at the sender exceeds the current

sending rate, the sender enters the Quick-Start Mdyde and continues in
the Quick-Start Mode for a maxi mum peri od of one RITT.
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The sender sets its Quick-Start cwnd (QS _cwnd) as foll ows:
&S cwd = (R*T) / (s + H (1)

where Ris the Rate Request in bytes per second, T is the neasured
round-trip path delay (RTT), s is the packet size, and His the
estimated DCCP/ I P header size in bytes (e.g., 32 bytes for DCCP

| ayered directly over |Pv4, but |arger when using |IPsec or |Pv6).

A CCID 2 sender MAY then increase its cwnd to the QS cwnd. The cwnd
shoul d not be reduced (i.e., a QS cwnd | ower than cwnd shoul d be
i gnored, since the CCID 2 congestion control method already permts

this rate). CCID 2 is not a rate-paced protocol. Therefore, if the
@S cwnd is used, the sending host MJST inplenment a suitable nmethod to
pace the rate at which the Quick-Start Packets are sent until it

recei ves a DCCP- ACK for a packet sent during the Quick-Start Mde

[ RFC4782]. The sendi ng host SHOULD al so record the previous cwnd and
note that the new cwnd has been determ ned by Quick-Start, rather by
other nmeans (e.g., by setting a flag to indicate that it is in Quick-
Start Mode).

VWen the sender receives the first DCCP-ACK to a packet sent in the
Quick-Start Mde, it |eaves the Quick-Start Mdde and enters the
Val i dati on Phase.

3.1.4. (Quick-Start Validation Phase for CCID 2

A CCID 2 sender MAY continue to send at the paced Quick-Start Rate
while in the Validation Phase. 1t |eaves the Validation Phase on
recei pt of an ACK that acknow edges the |last Quick-Start Packet, or
if the validation phase persists for a period that exceeds the
Quick-Start Validation Tine of 1 RTT. It MJST then reduce the cwnd
to the actual flight size (the current amount of unacknow edged data
sent) [RFC4782] and uses the congestion control nethods specified for
CCI D 2.

3.1.5. Reported Loss or Congestion Wile Using Quick-Start

A sender in the Quick-Start Mde (or Validation Phase) that detects

congestion (e.g., receives a feedback packet that reports new packet
| oss or a packet with a congestion marking), MJST i mediately | eave

the Quick-Start Mdde (or Validation Phase). It then resets the cwnd
to half the recorded previous cwnd and enters the congestion

avoi dance phase described in [ RFC4341].

In the absence of any feedback at the end of the Validation period,

the sender resets the cwnd to half the recorded previ ous cwnd and
enters the congestion avoi dance phase.
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3.1.6. CCID 2 Feedback Traffic on the Reverse Path

A CCID 2 receiver sends feedback for groups of received packets

[ RFC4341]. Approval of a higher transm ssion rate using Quick-Start
will increase control traffic on the reverse path. A return path
that becones congested could have a transient negative inpact on
other traffic flows sharing the return link. The |lower rate of
feedback will then linmt the achievable rate in the forward
direction.

3.2. Qick-Start for CCID 3

This section describes the Quick-Start nechanismto be used with DCCP
CCID 3 [RFC4342]. The rate-based congestion control mechani sm used
by CCID 3 leads to specific issues that are addressed by Quick-Start
in this section.

3.2.1. The Quick-Start Request for CCID 3

A Quick-Start Request MAY be sent to allow the sender to deternmine if
it is safe to use a larger initial sending rate. This pernits a
faster start-up of a new CCID 3 flow.

A Quick-Start Request MAY al so be sent to request a higher sending
rate after an idle period (in which the nofeedback tinmer expires

[ RFC5348]) or an application-linmted period (described in Section
2.1). This allows a receiver to increase the sending rate faster
than allowed with standard operation (i.e., faster than tw ce the
rate reported by a CCID 3 receiver in the nost recent feedback
nessage) .

The requested rate specified in a Quick-Start Request MJST NOT exceed
the TFRC-control |l ed sending rate [ RFC4342] when this is bounded by
the current |oss event rate (if any), either fromcal cul ation at the
sender or from feedback received fromthe receiver. CCID 3 considers
this rate is a safe response in the presence of expected congestion

3.2.2. Sending a Quick-Start Response with CCID 3

When processing a received Quick-Start Request, the receiver uses the
met hod described in Section 2.3. 1In addition, if a CCID 3 receiver
uses the wi ndow counter to send periodic feedback nessages, then the
receiver sets its local variable last _counter to the value of the

wi ndow counter reported by the segnent containing the Quick-Start
Request. The next feedback nessage woul d then be sent when the

wi ndow _counter is greater or equal to last_counter + 4. If the CCD
3 receiver uses a feedback timer to send period feedback nessages,
then the receiver MJST reset the CCID 3 feedback tiner, causing the
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feedback to be sent as soon as possible. This helps to align the
timng of feedback to the start and end of the period in which

Qui ck-Start Packets are sent, and will normally result in feedback at
atine that is approximtely the end of the period when Quick-Start
Packets are received

3.2.3. Using the Quick-Start Response with CCID 3

On receipt of a valid Quick-Start Response option, the sender MJST
send a Quick-Start Approved option [ RFC4782] (see Section 2.3). The
sender then uses one of three procedures:

* |f the approved Quick-Start rate is |l ess than the current sending
rate, the sender does not enter the Quick-Start Mdde and conti nues
using the procedure defined in CCI D 3.

* |f loss or congestion is reported after sending the Quick-Start
Request, the sender al so does not enter the Quick-Start Mde and
continues using the procedure defined in CCID 3.

* |f the approved Quick-Start rate exceeds the current sending rate,
the sender enters the Quick-Start Mde and continues in the Quick-
Start Mdde for a maxi mum period of 1 RTT. The sender sets its
Quick-Start sending rate (QS_sendrate) as follows:

QS sendrate = R * s/(s + H); (2)

where R the Rate Request in bytes per second, s is the packet size
[ RFC4342], and H the estimated DCCP/I P header size in bytes (e.qg.
32 bytes for IPv4). A CCID 3 host MAY then increase its sending
rate to the QS sendrate. The rate should not be reduced.

CCID 3 is a rate-paced protocol. Therefore, if the QS sendrate is
used, the sending host MJUST pace the rate at which the Quick-Start
Packets are sent over the next RTT. The sending host SHOULD al so
record the previous congestion-controlled rate and note that the
new rate has been determ ned by Quick-Start rather by other neans
(e.g., by setting a flag to indicate that it is in the Quick-Start
Mode) .

The sender exits the Quick-Start Mde after either

* Recei pt of a feedback packet acknow edgi ng one or nore Quick-Start
Packet s,

* A period of 1 RTT after receipt of a Quick-Start Response, or

* Detection of a |oss or congestion event (see Section 3.2.5).
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3.2.4. Quick-Start Validation Phase for CCID 3

After transmitting a set of Quick-Start Packets in the Quick Start
Mode (and providing that no | oss or congestion marking is reported),
the sender enters the Quick-Start Validation Phase. A sender that
recei ves feedback that reports a | oss or congestion event MJST foll ow
the procedures described in Section 3.2.5.

The sender MUST exit the Quick-Start Validation Phase on receipt of
f eedback that acknow edges all packets sent in the Quick-Start Mde
(i.e., all Quick-Start Packets) or if the Validation Phase persists
for a period that exceeds the Quick-Start Validation Tine of two
RTTs.

A sender that conpletes the Quick-Start Validation Phase with no
reported packet | oss or congestion stops using the QS sendrate and
MUST recal cul ate a suitable sending rate using the standard
congestion control mechani sns [ RFC4342].

If no feedback is received within the Quick-Start Validation Phase,
the sender MUST return to the mininumof the recorded original rate
(at the start of the Quick-Start Mdde) and one half of the

QS _sendrate. The nof eedback timer is also reset.

3.2.5. Reported Loss or Congestion during the Quick-Start Mde or
Val i dati on Phase

A sender in the Quick-Start Mde or Validation Phase that detects
congestion (e.g., receives a feedback packet that reports new packet
| oss or a packet with a congestion marking) MJST i nmedi ately | eave
the Quick-Start Mdde or Validation Phase and enter the congestion
avoi dance phase [RFC4342]. This inplies re-calculating the sending
rate, X, as required by RFC 4342:

X = max(mn(X calc, 2*X recv), s/t_nbi);
where X calc is the transnmit rate cal cul ated by the throughput
equation, X recv is the reported receiver rate, s is the packet size
and t_nbi is the maxi num back-off interval of 64 seconds.
The current specification of TFRC [ RFC5348], which obsol etes RFC
3448, uses a set of X recv values and uses the nmaxi num of the set
during application-limted intervals. This calcul ates the sending
rate, X as:

X = max(mn(X calc, recv_limt),s/t_nbi);
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where recv_|imt could be max(X recv_set) or 2*max(X recv_set)
dependi ng on whether there was a new | oss event during a data-
l[imted interval, or no | oss event during an application-limted

i nterval respectively. Wen the sender is not application-limted,
the recv_|limt is set to 2*max(X_ recv_set).

A sender using RFC 4342 updated by [ RFC5348], cal cul ates the sending
rate, X, using the above fornula normatively defined in [ RFC5348].

3.2.6. CCID 3 Feedback Traffic on the Reverse Path

A CCID 3 receiver sends feedback at |east once each RTT [ RFC4342].
Use of Quick-Start is therefore not expected to significantly
i ncrease control traffic on the reverse path

3.3. Quick-Start for CCID 4

This section describes the Quick-Start mechanismto be used when DCCP
uses TFRC-SP [ RFC4828] in place of TFRC [ RFC5348], as specified in
CCID 4 [RFC5622]. CCID 4 is simlar to CCD 3 except that a sender
using CCID 4 is linmted to a maxi mum of 100 packets/second.

The Quick-Start procedure defined bel ow therefore resenbles that for
Ca D 3.

3.3.1. The Quick-Start Request for CCID 4

The procedure for sending a Quick-Start Request using CCID 4 is the
same as for CCD 3, defined in Section 3.2.1. In addition, the
requested rate MUST be | ess than or equal to the equivalent of a
sendi ng rate of 100 packets per second [RFC4828]. CCID 4 [ RFC4828]
specifies that the allowed sending rate derived fromthe TCP

t hroughput equation is reduced by a factor that accounts for packet
header si ze.

3.3.2. Sending a Quick-Start Response with CCID 4
This procedure is the sane as for CCID 3, defined in Section 3.2.2.
3.3.3. Using the Quick-Start Response with CCID 4
This procedure is the sane as for CCID 3, defined in Sections 3.2.3,
3.2.4, and 3.2.5, except that the congestion control procedures is
updated to use TFRC- SP [ RFC4828].
A CCI D 4 sender does not need to account for headers a second tine

when transl ating the approved Quick-Start rate into an all owed
sending rate (as described in Section 5 of [ RFC5622].
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3.3.4. Reported Loss or Congestion Wile Using Quick-Start

This procedure is the sanme as for CCID 3, defined in Section 3.2.5,
except that the congestion control procedures is updated to use
TFRC- SP [ RFC4828] .

3.3.5. CCD 4 Feedback Traffic on the Reverse Path

A CCID 4 receiver sends feedback at |east once each RTT. Use of
Quick-Start is therefore not expected to significantly increase
control traffic on the reverse path.

4. Discussion of |ssues

The considerations for using Quick-Start with DCCP are not
significantly different to those for Quick-Start with TCP. The
docunent does not nodify the router behavior specified for Quick-
Start.

4.1. Overrun and the Quick-Start Validation Phase

The | ess frequent feedback of DCCP raises an issue in that a sender
usi ng Quick-Start may continue to use the rate specified by a Quick-
Start Response for a period that exceeds one path round trip tine
(i.e., that which TCP would have used). This overrun is a result of
the |l ess frequent feedback interval used by DCCP (i.e., CCID 2 may
del ay feedback by at nost one half cwnd and CCID 3 and CCI D 4 provide
f eedback at |east once per RIT). In the method specified by this
docurnent, the Quick-Start Validation Phase bounds this overrun to be
not nore than an additional two RTTs.

The sel ected nmethod was chosen as a conpromi se that reflects the need
to termnate quickly following the | oss of a feedback packet, and the
need to allow sufficient time for end host and router processing, as
well as the different perceptions of the path RTT held at the sender
and receiver. Any reported | oss or congestion results in inmediate
action without waiting for conpletion of the Quick-Start Validation
peri od.

4.2. Experinental Status

There are many cases in which Quick-Start Requests woul d not be
approved [ RFC4782]. These include comunication over paths
containing routers, |IP tunnels, MPLS paths, and the |like, that do not
support Quick-Start. These cases also include paths with routers or
m ddl eboxes that drop packets containing IP options (or |Pv6
extensions). Quick-Start Requests could be difficult to approve over
paths that include nulti-access Layer-2 networKks.
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Transient effects could arise when the transport protocol packets
associated with a connection are nultiplexed over multiple paralle
(sonetines known as alternative) links or network-|ayer paths, and
Quick-Start is used, since it will be effective on only one of the
paths, but could lead to increased traffic on all paths.

A CCID 2 sender using Quick-Start can increase the control traffic on
the reverse path, which could have a transient negative inpact on
other traffic flows sharing the return link (Section 3.1.6). The
lower rate of feedback will then limt the achievable rate in the
forward direction.

[ RFCA782] al so describes environnments where the Quick-Start nechani sm
could fail with false positives, with the sender incorrectly assum ng
that the Quick-Start Request had been approved by all of the routers
along the path. As a result of these concerns, and as a result of
the difficulties and the seem ng absence of notivation for routers,
such as core routers, to deploy Quick-Start, Quick-Start has been
proposed as a nechanismthat could be of use in controlled
environnents, and not as a nechani smthat woul d be intended or
appropriate for ubiquitous deploynent in the global Internet.

Further experimentation would be required to confirmthe depl oynent
of Quick-Start and to investigate performance issues that may arise
prior to any recommendati on for use over the general |nternet.

5. | ANA Consi derations

| ANA has assigned a DCCP Option Type (45) fromthe DCCP Option Types
Registry. This Option is applicable to all CCIDs and is known as the
"Quick-Start Response" Option and is defined in Section 2.2.1. It
specifies a length value in the fornmat used for options nunbered
32-128.
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