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Abst ract

Generalized Multi-Protocol Label Switching (GWLS) is one of the npst
prom si ng candi date technol ogies for a future data transm ssion
network. GWPLS has been devel oped to control and operate different
ki nds of network el enents, such as conventional routers, swtches,
Dense Wavel ength Division Miltiplexing (DWDM systens, Add-Drop

Mul ti pl exers (ADMs), photonic cross-connects (PXCs), optical cross-
connects (OXCs), etc. These physically diverse devices differ
drastically fromone another in dynamc provisioning ability. At the
same time, the need for dynami cally provisioned connections is

i ncreasi ng because optical networks are being deployed in netro
areas. As different applications have varied requirements in the
provi si oni ng performance of optical networks, it is inperative to
define standardi zed netrics and procedures such that the performance
of networks and application needs can be napped to each ot her

Thi s docunent provides a series of performance netrics to eval uate
the dynam c Label Switched Path (LSP) provisioning performance in
GWPLS networ ks, specifically the dynamic LSP setup/rel ease
performance. These netrics can be used to characterize the features
of GWPLS networks in LSP dynam c provi sioning.

Status of This Menp
This is an Internet Standards Track document.

Thi s docunent is a product of the Internet Engineering Task Force
(ITETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Goup (IESG. Further infornmation on
Internet Standards is available in Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc5814.
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1. Introduction

Generalized Multi-Protocol Label Switching (GWLS) is one of the npst
prom sing control plane solutions for future transport and service
network. GWPLS has been devel oped to control and operate different
ki nds of network el ements, such as conventional routers, switches,
Dense Wavel ength Division Miltiplexing (DWDM systens, Add-Drop

Mul ti pl exors (ADMs), photonic cross-connects (PXCs), optical cross-
connects (OXCs), etc. These physically diverse devices differ
drastically fromone another in dynam c provisioning ability.

The introduction of a control plane into optical circuit switching
net wor ks provides the basis for automating the provisioning of
connections and drastically reduces connection provision delay. As
nore and nore services and applications are seeking to use GWLS-
control |l ed networks as their underlying transport network, and
increasingly in a dynamc way, the need is growi ng for neasuring and
characterizing the performance of LSP provisioning in GWLS networ ks,
such that requirenent from applications and the provisioning
capability of the network can be napped to each ot her

Thi s docunent defines performance metrics and met hodol ogi es that can
be used to characterize the dynam c LSP provisioning performance of
GWPLS networks, nore specifically, perfornmance of the signaling
protocol. The netrics defined in this docunment can be used to
characterize the average performance of GVPLS i npl enent ati ons.

2. Conventions Used in This Document

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [ RFC2119].

3. Overview of Performance Metrics

In this neno, to characterize the dynamic LSP provisioning
performance of a GWPLS network, we define three performance netrics:
unidirectional LSP setup delay, bidirectional LSP setup delay, and
LSP graceful release delay. The latency of the LSP setup/rel ease
signal is conceptually sinmlar to the Round-trip Delay in IP
networks. This enables us to refer to the structures and notions

i ntroduced and discussed in the I P Performance Metrics (I PPM
Framewor k docunents, [RFC2330] [ RFC2679] [ RFC2681]. The reader is
assuned to be familiar with the notions in those docunents.

Sun & Zhang St andards Track [ Page 6]



RFC 5814 LSP Dynami ¢ PPMin GVPLS Networks March 2010

4.

4.

Note that data-path-related netrics, for exanple, the tinme between
the reception of a Resv nessage by the ingress node and when the
forward data path becomes operational, are defined in another
docunent [CCAMP-DPM . It is desirable that both neasurenents are
performed to conpl ement each ot her.

A Singleton Definition for Single Unidirectional LSP Setup Del ay

This section defines a nmetric for single unidirectional Labe
Swi tched Path setup del ay across a GVWPLS net work.

1. Mdtivation

Single unidirectional Label Switched Path setup delay is useful for
several reasons:

o Single LSP setup delay is an inportant metric that characterizes
the provisioning performance of a GWLS network. Longer LSP setup
delay will nost likely incur higher overhead for the requesting
application, especially when the LSP duration itself is conparable
to the LSP setup del ay.

o The m nimum value of this metric provides an indication of the
delay that will likely be experienced when the LSP traverses the
shortest route at the lightest load in the control plane. As the
delay itself consists of several conponents, such as |ink
propagati on del ay and nodal processing delay, this metric al so
reflects the status of the control plane. For example, for LSPs
traversing the same route, |onger setup del ays may suggest
congestion in the control channel or high control elenment |oad.
For this reason, this nmetric is useful for testing and di agnostic
pur poses.

o The observed variance in a sanple of LSP setup delay nmetric val ues
variance may serve as an early indicator on the feasibility of
support of applications that have stringent setup del ay
requirenents.

The neasurenent of single unidirectional LSP setup delay instead of
bi directional LSP setup delay is notivated by the follow ng factors:

o Sone applications may use only unidirectional LSPs rather than
bi directi onal ones. For exanple, content delivery services with
nmul ticasting nmay use only unidirectional LSPs.

2. Metric Nanme

Single unidirectional LSP setup del ay

Sun & Zhang St andards Track [ Page 7]



RFC 5814 LSP Dynami ¢ PPMin GVPLS Networks March 2010

4.3. Metric Paraneters
o 1DO0, the ingress Label Switching Router (LSR) ID
o IDl, the egress LSR ID
o T, atime when the setup is attenpted

4.4, Metric Units

The val ue of single unidirectional LSP setup delay is either a rea
nunmber of mlliseconds or undefined.

4.5, Definition

The single unidirectional LSP setup delay fromingress node I1D0 to
egress node ID1 [RFC3945] at T is dT nmeans that ingress node | DO
sends the first bit of a Path nessage packet to egress node |IDl at
wire-time T, and that ingress node I DO received the last bit of
respondi ng Resv nessage packet from egress node IDlL at wire-tine
T+dT.

The single unidirectional LSP setup delay fromingress node 1D0 to
egress node ID1 at T is undefined neans that ingress node | DO sends
the first bit of Path nmessage packet to egress node ID1 at wire-tine
T and that ingress node | DO does not receive the correspondi ng Resv
nmessage within a reasonabl e period of tine.

The undefined value of this metric indicates an event of Single
Unidirectional LSP Setup Failure and woul d be used to report a count
or a percentage of Single Unidirectional LSP Setup failures. See
Section 14.5 for definitions of LSP setup/rel ease failures.

4.6. Discussion
The following issues are likely to cone up in practice:

o The accuracy of unidirectional LSP setup delay at tinme T depends
on the clock resolution in the ingress node; but synchronization
bet ween t he ingress node and egress node is not required since
uni directional LSP setup uses two-way signaling.

o A given nmethodology will have to include a way to determ ne
whet her a latency value is infinite or whether it is nmerely very
| arge. Sinple upper bounds MAY be used, but GWLS networ ks nay
accommodat e many ki nds of devices. For exanple, sone photonic
cross-connects (PXCs) have to nove micro mrrors. This physica
noti on may take several mlliseconds, but the comobn el ectronic
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swi tches can finish the nodal processing within severa

m croseconds. So the unidirectional LSP setup delay varies
drastically fromone network to another. |In practice, the upper
bound SHOULD be chosen carefully.

If the ingress node sends out the Path nessage to set up an LSP
but never receives the correspondi ng Resv nessage, the
unidirectional LSP setup delay MJUST be set to undefined.

If the ingress node sends out the Path nmessage to set up an LSP
but receives a PathErr nessage, the unidirectional LSP setup del ay
MUST be set to undefined. There are nmany possi ble reasons for
this case; for exanple, the Path nessage has invalid paraneters or
the network does not have enough resources to set up the requested
LSP, etc.

Met hodol ogi es

CGeneral |y, the nethodol ogy woul d proceed as foll ows:

o

4. 8.

Make sure that the network has enough resources to set up the
requested LSP

At the ingress node, formthe Path nessage according to the LSP
requirenents. A tinmestanp (T1l) nmay be stored locally on the

i ngress node when the Path nessage packet is sent towards the
egress node.

If the correspondi ng Resv nessage arrives within a reasonabl e
period of tinme, take the tinmestanp (T2) as soon as possi bl e upon
recei pt of the nessage. By subtracting the two tinestanps, an
estimate of unidirectional LSP setup delay (T2-T1l) can be
conput ed

If the correspondi ng Resv nessage fails to arrive within a
reasonabl e period of tine, the unidirectional LSP setup delay is
deened to be undefined. Note that the "reasonable" threshold is a
paraneter of the methodol ogy.

If the correspondi ng response is a PathErr message, the
uni directional LSP setup delay is deened to be undefi ned.

Metric Reporting

The netric result (either a real nunber or undefined) MJST be
reported together with the sel ected upper bound. The route that the
LSP traverses MJST al so be reported. The route MAY be collected via
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use of the record route object, see [ RFC3209], or via the managenent
pl ane. The collection of routes via the nmanagenent plane is out of
scope of this docunent.

5. A Singleton Definition for Multiple Unidirectional LSPs Setup Del ay

This section defines a netric for nmultiple unidirectional Labe
Swi tched Paths setup delay across a GWLS net wor k.

5.1. Mbtivation

Mul tiple unidirectional Label Switched Paths setup delay is usefu
for several reasons:

o Carriers may require that a | arge nunber of LSPs be set up during
a short time period. This request may arise, e.g., as a
consequence to interruptions on established LSPs or other network
failures.

o The tine needed to set up a | arge nunber of LSPs during a short
time period cannot be deduced from single LSP setup del ay.

5.2. Metric Nane
Mul tiple unidirectional LSPs setup del ay
5.3. Metric Paraneters
o IDO, the ingress LSRID
o IDl, the egress LSR ID
0 Lanbda_m a rate in reciprocal nilliseconds
o X, the nunber of LSPs to set up
o T, atinme when the first setup is attenpted
5.4. Metric Units

The value of multiple unidirectional LSPs setup delay is either a
real nunmber of milliseconds or undefined
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5.5. Definition

G ven Lanbda_m and X, the multiple unidirectional LSPs setup del ay
fromthe ingress node to the egress node [RFC3945] at T is dT neans:

o ingress node I1D0 sends the first bit of the first Path nessage
packet to egress node IDlL at wire-tine T,;

o all subsequent (X-1) Path nmessages are sent according to the
speci fi ed Poi sson process with arrival rate Lanbda_m

o ingress node I DO receives all correspondi ng Resv nessage packets
from egress node |IDl; and

o ingress node I D0 receives the | ast Resv nessage packet at wire-
tinme T+dT.

If the multiple unidirectional LSPs setup delay at T is "undefined"
this neans that:

o ingress node I D0 sends all the Path nmessages toward egress node
| D1,

o the first bit of the first Path nmessage packet is sent at wre-
time T, and

0 ingress node I DO does not receive one or nmore of the corresponding
Resv nessages within a reasonable period of tinme.

The undefined value of this netric indicates an event of Miltiple
Unidirectional LSP Setup Failure and woul d be used to report a count
or a percentage of Miultiple Unidirectional LSP Setup failures. See
Section 14.5 for definitions of LSP setup/rel ease failures.

5.6. Discussion
The following issues are likely to cone up in practice:

o The accuracy of multiple unidirectional LSPs setup delay at time T
depends on the clock resolution in the ingress node; but
synchroni zati on between the ingress node and egress node is not
required since unidirectional LSP setup uses two-way signaling.

0 A given nethodology will have to include a way to determ ne
whet her a latency value is infinite or whether it is nmerely very
| arge. Sinple upper bounds MAY be used, but GWLS networ ks nay
acconmodat e many ki nds of devices. For exanple, sone photonic
cross-connects (PXCs) have to nove micro mrrors. This physica
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5.7.

noti on may take several milliseconds, but electronic switches can
finish the nodal processing within several nicroseconds. So the
mul tiple unidirectional LSP setup delay varies drastically from
one network to another. In practice, the upper bound SHOULD be
chosen careful ly.

If the ingress node sends out the nultiple Path nmessages to set up
the LSPs, but never receives one or nore of the correspondi ng Resv
nmessages, nmultiple unidirectional LSP setup delay MJST be set to
undef i ned.

If the ingress node sends out the Path nessages to set up the LSPs
but receives one or nore PathErr nessages, multiple unidirectiona
LSPs setup delay MJUST be set to undefined. There are nany
possi bl e reasons for this case. For exanple, one of the Path
nmessages has invalid paranmeters or the network does not have
enough resources to set up the requested LSPs, etc.

The arrival rate of the Poisson process Lanmbda_m SHOULD be chosen
carefully such that on the one hand, the control plane is not
overburdened. On the other hand, the arrival rate is |arge enough
to neet the requirenents of applications or services.

It is inmportant that all the LSPs MJST traverse the sane route.
If there are nultiple routes between the ingress node | DO and
egress node IDl, Explicit Route Objects (EROs), or an alternate
nmet hod, e.g., static configuration, MJST be used to ensure that
all LSPs traverse the sane route.

Met hodol ogi es

CGeneral |y, the nethodol ogy woul d proceed as foll ows:

(0]

Make sure that the network has enough resources to set up the
requested LSPs.

At the ingress node, formthe Path nmessages according to the LSPs’
requi renents.

At the ingress node, select the tine for each of the Path nessages
according to the specified Poisson process.

At the ingress node, send out the Path nessages according to the
sel ected tine.

Store a timestanp (T1l) locally on the ingress node when the first
Pat h nessage packet is sent towards the egress node.
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o If all of the correspondi ng Resv nessages arrive within a
reasonabl e period of time, take the final tinestamp (T2) as soon
as possible upon the receipt of all the messages. By subtracting
the two timestanps, an estimate of multiple unidirectional LSPs
setup delay (T2-T1l) can be conputed.

o If one or nore of the correspondi ng Resv nessages fail to arrive
within a reasonable period of time, the multiple unidirectiona
LSPs setup delay is deened to be undefined. Note that the
"reasonabl e" threshold is a paranmeter of the methodol ogy.

o If one or nore of the correspondi ng responses are PathErr
nessages, the multiple unidirectional LSPs setup delay is deened
to be undefi ned.

5.8. Metric Reporting

The netric result (either a real nunber or undefined) MJST be
reported together with the sel ected upper bound. The route that the
LSPs traverse MJST al so be reported. The route MAY be collected via
use of the record route object, see [ RFC3209], or via the managenent
pl ane. The collection of routes via the managenent plane is out of
scope of this docunent.

6. A Singleton Definition for Single Bidirectional LSP Setup Del ay

GWLS al | ows establishnment of bidirectional symretric LSPs (not of
asymmetric LSPs). This section defines a metric for single
bi di recti onal LSP setup delay across a GWLS net wor k.

6.1. Mbdtivation

Singl e bidirectional Label Switched Path setup delay is useful for
several reasons:

0 LSP setup delay is an inportant netric that characterizes the
provi si oni ng performance of a GWPLS network. Longer LSP setup
delay will incur higher overhead for the requesting application
especially when the LSP duration is conparable to the LSP setup
del ay. Thus, nmeasuring the setup delay is inportant for
application schedul i ng.

o The mnimum value of this netric provides an indication of the
delay that will likely be experienced when the LSP traverses the
shortest route at the lightest load in the control plane. As the
delay itself consists of several conmponents, such as |ink
propagati on del ay and nodal processing delay, this nmetric also
reflects the status of the control plane. For exanple, for LSPs
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traversing the sanme route, |onger setup delays may suggest
congestion in the control channel or high control elenent |oad.
For this reason, this nmetric is useful for testing and di agnostic
pur poses.

0 LSP setup delay variance has a different inpact on applications.
Erratic variation in LSP setup delay makes it difficult to support
applications that have stringent setup delay requirenent.

The neasurenent of single bidirectional LSP setup delay instead of
uni directional LSP setup delay is notivated by the follow ng factors:

o Bidirectional LSPs are seen as a requirenent for many GWPLS
networks. Its provisioning perfornance is inportant to
applications that generate bidirectional traffic.

6.2. Metric Nane

Singl e bidirectional LSP setup del ay
6.3. Metric Paraneters

o I1DO, the ingress LSRID

o IDl, the egress LSR ID

o T, atinme when the setup is attenpted
6.4. Metric Units

The val ue of single bidirectional LSP setup delay is either a rea
nunber of mlliseconds or undefined

6.5. Definition

For a real nunber dT, the single bidirectional LSP setup delay from
ingress node I1D0 to egress node IDlL at T is dT neans that ingress
node 1 D0 sends out the first bit of a Path message including an
Upstream Label [RFC3473] heading for egress node IDlL at wire-time T,
egress node I D1 receives that packet, then imredi ately sends a Resv
nmessage packet back to ingress node IDO, and that ingress node |DO
receives the last bit of the Resv nessage packet at wire-tinme T+dT.

If the single bidirectional LSP setup delay fromingress node D0 to
egress node ID1 at T is "undefined", this means that ingress node |DO
sends the first bit of a Path nessage to egress node IDl at wire-tinme
T and that ingress node DO does not receive that response packet
within a reasonabl e period of tine.
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6.

6.

The undefined value of this netric indicates an event of Single

Bi directional LSP Setup Failure and woul d be used to report a count
or a percentage of Single Bidirectional LSP Setup failures. See
Section 14.5 for definitions of LSP setup/release failures.

6.

Di scussi on

The following issues are likely to cone up in practice:

(0]

7.

o

The accuracy of single bidirectional LSP setup del ay depends on
the clock resolution in the ingress node; but synchronization
bet ween the ingress node and egress node is not required since
single bidirectional LSP setup uses two-way signaling.

A given nmethodol ogy will have to include a way to deternmni ne

whet her a latency value is infinite or whether it is nmerely very
| arge. Sinple upper bounds MAY be used, but GWLS networ ks nmay
accommodat e many ki nds of devices. For exanple, sone photonic
cross-connects (PXCs) have to nove micro mrrors. This physica
noti on may take several nilliseconds, but electronic switches can
finish the nodal processing within several nicroseconds. So the
bi di recti onal LSP setup delay varies drastically from one network
to another. In the process of bidirectional LSP setup, if the
downstream node overrides the | abel suggested by the upstream
node, the setup delay nmay al so increase. Thus, in practice, the
upper bound SHOULD be chosen carefully.

If the ingress node sends out the Path nessage to set up the LSP
but never receives the correspondi ng Resv nessage, single
bi directional LSP setup delay MJST be set to undefined.

If the ingress node sends out the Path nessage to set up the LSP
but receives a PathErr nessage, single bidirectional LSP setup
del ay MUST be set to undefined. There are nany possible reasons
for this case. For exanple, the Path nmessage has invalid
paranmeters or the network does not have enough resources to set up
the requested LSP

Met hodol ogi es

General ly, the nethodol ogy woul d proceed as foll ows:

Make sure that the network has enough resources to set up the
requested LSP
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o At the ingress node, formthe Path nessage (including the Upstream
Label or suggested | abel) according to the LSP requirenents. A
timestanp (T1) may be stored locally on the ingress node when the
Pat h nessage packet is sent towards the egress node.

o If the corresponding Resv nessage arrives within a reasonabl e
period of time, take the final tinmestanp (T2) as soon as possible
upon the receipt of the message. By subtracting the two
ti mestanps, an estimate of bidirectional LSP setup delay (T2-T1)
can be conput ed.

o |If the corresponding Resv nessage fails to arrive within a
reasonabl e period of tine, the single bidirectional LSP setup
delay is deemed to be undefined. Note that the "reasonable"
threshold is a paraneter of the methodol ogy.

o If the corresponding response is a PathErr nessage, the single
bi directional LSP setup delay is deened to be undefi ned.

6.8. Metric Reporting
The netric result (either a real nunber or undefined) MJST be
reported together with the sel ected upper bound. The route that the
LSP traverses MJST al so be reported. The route MAY be collected via
use of the record route object, see [ RFC3209], or via the managenent
pl ane. The collection of routes via the nanagenent plane is out of
scope of this docunent.

7. A Singleton Definition for Multiple Bidirectional LSPs Setup Del ay

This section defines a netric for multiple bidirectional LSPs setup
del ay across a GWLS net wor k.

7.1. Mbdtivation

Multiple bidirectional LSPs setup delay is useful for severa
reasons:

o Upon traffic interruption caused by network failure or network
upgrade, carriers may require a |large nunmber of LSPs be set up
during a short tine period.

o The tine needed to set up a | arge nunber of LSPs during a short
time period cannot be deduced by single LSP setup del ay.

7.2. Metric Nane

Multiple bidirectional LSPs setup del ay
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7.

7.

7.

3.

4.

5.

Metric Parameters

o |DO, the ingress LSRID

o IDl, the egress LSR ID

o Lanbda m a rate in reciprocal mlliseconds
o X, the nunber of LSPs to set up

o T, atime when the first setup is attenpted

Metric Units
The value of multiple bidirectional LSPs setup delay is either a rea
nunber of mlliseconds or undefined

Definition

G ven Lanmbda_m and X, for a real nunber dT, the multiple
bi directional LSPs setup delay fromingress node to egress node at T
is dT, means that:

0o Ingress node I1D0 sends the first bit of the first Path nessage
headi ng for egress node IDL at wire-tinme T,

o Al subsequent (X-1) Path nmessages are sent according to the
speci fied Poi sson process with arrival rate Lanbda_m

o Ingress node IDl receives all correspondi ng Resv nessage packets
from egress node |IDl; and

o Ingress node I D0 receives the | ast Resv nessage packet at wire-
tinme T+dT.

If the multiple bidirectional LSPs setup delay fromingress node to
egress node at T is "undefined", this neans that the ingress node
sends all the Path nessages to the egress node and that the ingress
node fails to receive one or nore of the response Resv messages
within a reasonabl e period of tine.

The undefined value of this netric indicates an event of Miltiple
Bi directional LSP Setup Failure and would be used to report a count
or a percentage of Miultiple Bidirectional LSP Setup failures. See
Section 14.5 for definitions of LSP setup/rel ease failures.
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7.6. Discussion
The following issues are likely to cone up in practice:

o The accuracy of multiple bidirectional LSPs setup del ay depends on
the clock resolution in the ingress node; but synchronization
bet ween the ingress node and egress node is not required since
bi di rectional LSP setup uses two-way signaling.

o A given nmethodology will have to include a way to determ ne
whet her a latency value is infinite or whether it is nmerely very
| arge. Sinple upper bounds MAY be used, but GWPLS networ ks nay
accommodat e many ki nds of devices. For exanple, sone photonic
cross-connects (PXCs) have to nmove micro nmirrors. This physica
noti on may take several milliseconds, but electronic switches can
finish the nodal process within several nicroseconds. So the
multiple bidirectional LSPs setup delay varies drastically froma
network to another. 1In the process of nultiple bidirectional LSPs
setup, if the downstream node overrides the |abel suggested by the
upstream node, the setup delay nay al so increase. Thus, in
practice, the upper bound SHOULD be chosen carefully.

o If the ingress node sends out the Path messages to set up the
LSPs, but never receives all the correspondi ng Resv nessages, the
nmultiple bidirectional LSPs setup delay MJST be set to undefined.

o If the ingress node sends out the Path nmessages to set up the
LSPs, but receives one or nore respondi ng Pat hErr nessages, the
multiple bidirectional LSPs setup delay MJST be set to undefined.
There are many possi ble reasons for this case. For exanple, one
or nore of the Path nessages have invalid paraneters or the
networ k does not have enough resources to set up the requested
LSPs.

o The arrival rate of the Poisson process Lanmbda_m SHOULD be
careful ly chosen such that on the one hand, the control plane is
not overburdened. On the other hand, the arrival rate is |large
enough to neet the requirenments of applications or services.

o It is inportant that all the LSPs MJST traverse the sane route.
If there are nmultiple routes between the ingress node | D0 and
egress node IDl, ERGCs, or an alternate nethod, e.g., static
configuration, MJUST be used to ensure that all LSPs traverse the
sane route.
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7.

7.

7. Met hodol ogi es
General ly, the nethodol ogy woul d proceed as foll ows:

o Make sure that the network has enough resources to set up the
requested LSPs.

o At the ingress node, formthe Path messages (including the
Upstream Label or suggested | abel) according to the LSPs’
requi renents.

o At the ingress node, select the tine for each of the Path nmessages
according to the specified Poisson process.

o At the ingress node, send out the Path nmessages according to the
sel ected time.

o Store a tinmestanp (T1) locally in the ingress node when the first
Pat h nessage packet is sent towards the egress node.

o If all of the correspondi ng Resv nessages arrive within a
reasonabl e period of tine, take the final tinestanp (T2) as soon
as possible upon the receipt of all the nmessages. By subtracting
the two tinmestanps, an estimate of nultiple bidirectional LSPs
setup delay (T2-T1l) can be conputed.

o If one or nmore of the correspondi ng Resv nmessages fail to arrive
within a reasonable period of tinme, the multiple bidirectiona
LSPs setup delay is deened to be undefined. Note that the
"reasonabl e" threshold is a paranmeter of the methodol ogy.

o |If one or nore of the correspondi ng responses are PathErr
nmessages, the multiple bidirectional LSPs setup delay is deened to
be undefi ned.

8. Metric Reporting

The netric result (either a real nunber or undefined) MJST be
reported together with the sel ected upper bound. The route that the
LSPs traverse MJST al so be reported. The route MAY be collected via
use of the record route object, see [ RFC3209], or via the managenent
pl ane. The collection of routes via the nmanagenent plane is out of
scope of this docunent.
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8. A Singleton Definition for LSP Graceful Rel ease Del ay

There are two different kinds of LSP rel ease nmechanisnms in GWLS

networ ks: graceful release and forceful release. This docurment does

not take forceful LSP rel ease procedure into account.
8.1. Mptivation

LSP graceful release delay is useful for several reasons:

o The LSP graceful release delay is part of the total cost of
dynam ¢ LSP provisioning. For sone short duration applications,
the LSP rel ease tine cannot be ignored.

o The LSP graceful release procedure is nore preferred in a GWLS
controll ed network, particularly the optical networks. Since it
doesn’t trigger restoration/protection, it is "alarmfree
connection deletion" in [ RFC4208].

8.2. Metric Nane
LSP graceful rel ease del ay
8.3. Metric Paraneters

o |IDO, the ingress LSRID

o IDl, the egress LSR ID

o T, atinme when the release is attenpted

8.4. Metric Units

The val ue of LSP graceful release delay is either a real nunber of
m | |iseconds or undefined

8.5. Definition

There are two different LSP graceful release procedures: one is
initiated by the ingress node, and another is initiated by the egress
node. The two procedures are depicted in [RFC3473]. We define the
graceful LSP release delay for these two procedures separately.

For a real number dT, if the LSP graceful release delay fromingress
node 1D0 to egress node ID1 at T is dT, this nmeans that ingress node
I DO sends the first bit of a Path nessage including an Admin Status
nject with the Reflect (R) and Delete (D) bits set to the egress
node at wire-tine T, that egress node IDl receives that packet, then
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i medi ately sends a Resv nessage including an Admin Status Object
with the Delete (D) bit set back to the ingress node. Ingress node

| DO sends the Pat hTear nmessage downstreamto renove the LSP, and
egress node IDl1 receives the last bit of PathTear packet at wire-tine
T+dT.

Al so, as an option, upon receipt of the Path nessage including an
Admin Status Object with the Reflect (R) and Delete (D) bits set,
egress node ID1 may respond with a PathErr nessage with the

Pat h_St at e_Renoved fl ag set.

The LSP graceful release delay fromingress node D0 to egress node
ID1 at T is undefined neans that ingress node |IDO sends the first bit
of Path nmessage to egress node IDL at wire-tinme T and that (either
the egress node does not receive the Path packet, the egress node
does not send a correspondi ng Resv nessage packet in response, or the
i ngress node does not receive that Resv packet, and) egress node ID1
does not receive the PathTear nessage within a reasonabl e period of
time.

If the LSP graceful release delay fromegress node IDl to ingress
node ID0 at T is dT, this neans that egress node IDl1 sends the first
bit of a Resv message including an Admin Status Cbhject with the

Refl ect (R) and Delete (D) bits set to the ingress node at wire-tine
T. Ingress node I D0 sends a PathTear nessage downstreamto renpve
the LSP, and egress node ID1 receives the last bit of PathTear packet
at wire-time T+dT.

If the LSP graceful release delay fromegress node IDl to ingress
node D0 at T is "undefined", this neans that egress node |IDl sends
the first bit of Resv message including an Adnin Status Object with
the Reflect (R) and Delete (D) bits set to the ingress node |ID0O at
wire-time T and that (either the ingress node does not receive the
Resv packet or the ingress node does not send PathTear nessage packet
in response, and) egress node |IDl does not receive the PathTear
nessage within a reasonable period of tine.

The undefined value of this nmetric indicates an event of LSP G acefu
Rel ease Failure and woul d be used to report a count or a percentage
of LSP Graceful Release failures. See Section 14.5 for definitions
of LSP setup/release failures.
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8.

8.

6.

Di scussi on

The following issues are likely to cone up in practice:

o

In the first (second) circunstance, the accuracy of LSP gracefu
rel ease delay at tinme T depends on the clock resolution in the

i ngress (egress) node. In the first circunstance, synchronization
bet ween the ingress node and egress node is required, but it is
not in the second circunstance.

A given net hodol ogy has to include a way to determ ne whether a
| atency value is infinite or whether it is merely very |arge.

Si npl e upper bounds MAY be used, but the upper bound SHOULD be
chosen carefully in practice.

In the first circumstance, if the ingress node sends out Path
nmessage including an Adm n Status Object with the Reflect (R and
Delete (D) bits set to initiate LSP graceful release, but the
egress node never receives the correspondi ng PathTear nessage, LSP
graceful release delay MJST be set to undefined.

In the second circunstance, if the egress node sends out the Resv
nmessage including an Adm n Status Object with the Reflect (R and
Delete (D) bits set to initiate LSP graceful release, but never
recei ves the correspondi ng Pat hTear nessage, LSP graceful rel ease
del ay MUST be set to undefined.

Met hodol ogi es
the first circunstance, the nethodol ogy nay proceed as foll ows:
Make sure the LSP to be deleted is set up

At the ingress node, formthe Path nmessage including an Adm n
Status Object with the Reflect (R} and Delete (D) bits set. A
timestanp (T1) may be stored locally on the ingress node when the
Pat h nessage packet is sent towards the egress node.

Upon receiving the Path message including an Adnin Status bject
with the Reflect (R) and Delete (D) bits set, the egress node
sends a Resv nessage including an Admin Status Cbject with the
Delete (D) and Reflect (R) bits set. Alternatively, the egress
node sends a PathErr nessage with the Path_State Renpved flag set
upstream

VWhen the ingress node receives the Resv nessage or the PathErr
message, it sends a PathTear message to renpve the LSP
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o The egress node takes a tinmestanp (T2) once it receives the |ast
bit of the PathTear nessage. The LSP graceful release delay is
then (T2-T1).

o If the ingress node sends the Path nessage downstream but the
egress node fails to receive the PathTear nessage within a
reasonabl e period of tine, the LSP graceful release delay is
deened to be undefined. Note that the "reasonable" threshold is a
paraneter of the methodol ogy.

In the second circunstance, the nethodol ogy woul d proceed as foll ows:
o Make sure the LSP to be deleted is set up

0 On the egress node, formthe Resv nessage including an Admin
Status Object with the Reflect (R) and Delete (D) bits set. A
timestanp may be stored locally on the egress node when the Resv
nessage packet is sent towards the ingress node.

o Upon receiving the Admin Status Object with the Reflect (R and
Delete (D) bits set in the Resv nessage, the ingress node sends a
Pat hTear message downstreamto renove the LSP

o The egress node takes a tinestanp (T2) once it receives the |ast
bit of the PathTear nessage. The LSP graceful release delay is
then (T2-T1).

o |If the egress node sends the Resv nessage upstream but it fails
to receive the PathTear nessage within a reasonabl e period of
time, the LSP graceful rel ease delay is deemed to be undefined.
Note that the "reasonable" threshold is a paranmeter of the
nmet hodol ogy.

8.8. Metric Reporting

The netric result (either a real nunber or undefined) MJST be
reported together with the sel ected upper bound and the procedure
used (e.g., either fromthe ingress node to the egress node or from
the egress node to the ingress node; see Section 8.5 for nore
details). The route that the LSP traverses MJST al so be reported.
The route MAY be collected via use of the record route object, see

[ RFC3209], or via the managenent plane. The collection of routes via
the managenent plane is out of scope of this docunent.
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9. A Definition for Sanples of Single Unidirectional LSP Setup Del ay
In Section 4, we defined the singleton nmetric of single
unidirectional LSP setup delay. Now we define howto get one
particul ar sanple of single unidirectional LSP setup delay. Sanpling
means to take a nunber of distinct instances of a skeleton netric
under a given set of paraneters. As in [RFC2330], we use Poi sson
sanmpl ing as an exanpl e.

9.1. Metric Nane
Single unidirectional LSP setup delay sanple

9.2. Metric Paraneters
o |DO, the ingress LSRID
o IDl, the egress LSR ID
o TO, atine
o Tf, atime
o Lanbda, a rate in the reciprocal nmlliseconds
o Th, LSP holding tine
o Td, the maxinumwaiting time for successful setup

9.3. Metric Units
A sequence of pairs; the elenments of each pair are:
o T, atinme when setup is attenpted
o dT, either a real nunber of mlliseconds or undefined

9.4. Definition
G ven TO, Tf, and Lanbda, conpute a pseudo-random Poi sson process
begi nning at or before TO, with average arrival rate Lanmbda, and
ending at or after Tf. Those time values greater than or equal to TO
and |l ess than or equal to Tf are then selected. At each of the tines
in this process, we obtain the value of unidirectional LSP setup
del ay sanple. The value of the sanple is the sequence nmade up of the

resulting <tine, LSP setup delay> pairs. |If there are no such pairs,
the sequence is of length zero and the sanple is said to be enmpty.
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9.

9.

5.

6.

Di scussi on
The paraneter Lanbda should be carefully chosen. |If the rate is too
hi gh, too frequent LSP setup/rel ease procedure will result in high
overhead in the control plane. |In turn, the high overhead wll

i ncrease unidirectional LSP setup delay. On the other hand, if the
rate is too low, the sanple mght not conpletely reflect the dynamc
provi si oni ng performance of the GWLS network. The appropriate
Lanbda val ue depends on the given network.

The paraneters Td should be carefully chosen. Different switching
technol ogies may vary significantly in performng a cross-connect
operation. At the sanme tinme, the tine needed in setting up an LSP
under different traffic nay also vary significantly.

In the case of active measurenent, the parameters Th should be
careful ly chosen. The conbi nati on of Lanbda and Th reflects the | oad
of the network. The selection of Th should take into account that
the network has sufficient resources to perform subsequent tests.

The val ue of Th MAY be constant during one sanpling process for
sinmplicity considerations.

Note that for online or passive measurenents, the arrival rate and
LSP holding tinme are deternmi ned by actual traffic; hence, in this
case, Lanbda and Th are not input paraneters.

It is inmportant that, in obtaining a sanple, all the LSPs MJST
traverse the same route. |If there are nmultiple routes between the
i ngress node 1 D0 and egress node IDl1, ERGs, or an alternate nethod,
e.g., static configuration, MJST be used to ensure that all LSPs
traverse the same route.

Met hodol ogi es
o0 Select the times using the specified Poisson arrival process,

0 Set up the LSP as the nethodol ogy for the singleton unidirectiona
LSP setup del ay, and obtain the value of unidirectional LSP setup
del ay, and

0 Release the LSP after Th, and wait for the next Poisson arriva
event.

Note: it is possible that before the previous LSP rel ease procedure
conpl etes, the next Poisson arrival event arrives and the LSP setup
procedure is initiated. |If there is resource contention between the
two LSPs, the LSP setup may fail. Ways to avoid such contention are
out side the scope of this docunent.
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9.

9.

10.

Typi cal Testing Cases
.1. Wth No LSP in the Network
.1.1. Mdtivation

Single unidirectional LSP setup delay with no LSP in the network is
i mportant because this reflects the inherent delay of a Resource
Reservation Protocol - Traffic Engineering (RSVP-TE) inplenmentation
The mi ni mum val ue provides an indication of the delay that wll
likely be experienced when an LSP traverses the shortest route with
the lightest load in the control plane.

.1.2. Methodol ogi es

Make sure that there is no LSP in the network and proceed with the
nmet hodol ogi es described in Section 9.6

.2. Wth a Nunber of LSPs in the Network
.2.1. Mbtivation

Single unidirectional LSP setup delay with a nunmber of LSPs in the
network is inmportant because it reflects the performance of an
operational network with considerable |load. This delay may vary
significantly as the number of existing LSPs vary. It can be used as
a scalability netric of an RSVP-TE inpl ementation

.2.2. Methodol ogi es

Set up the required nunber of LSPs, and wait until the network
reaches a stable state; then, proceed with the nethodol ogi es
described in Section 9.6.

Metric Reporting

The netric results including both real and undefined val ues MJST be
reported together with the total nunber of values. The context under
whi ch the sanple is obtained, including the selected paraneters, the
route traversed by the LSPs, and the testing case used, MJST al so be
reported.

A Definition for Sanples of Miultiple Unidirectional LSPs Setup
Del ay

In Section 5, we defined the singleton metric of multiple
uni directional LSPs setup delay. Now we define how to get one
particul ar sanple of nultiple unidirectional LSPs setup del ay.
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10.

10.

10.

10.

Sanpling neans to take a nunber of distinct instances of a skel eton
nmetric under a given set of parameters. As in [RFC2330], we use
Poi sson sanpling as an exanpl e.

1. Metric Name

Mul tiple unidirectional LSPs setup del ay sanple

2. Metric Paraneters

o I1D0, the ingress LSRID

o IDl, the egress LSR ID

o TO, atinme

o Tf, atine

o Lanbda m a rate in the reciprocal mlliseconds

o Lanmbda, a rate in the reciprocal nilliseconds

o X, the nunber of LSPs to set up

o Th, LSP holding tine

o Td, the maximumwaiting time for successful nultiple
uni directional LSPs setup

3. Metric Units

A sequence of pairs; the elenments of each pair are:

o T, atinme when the first setup is attenpted

o dT, either a real nunber of mlliseconds or undefined
4. Definition

G ven TO, Tf, and Lanbda, conpute a pseudo-random Poi sson process
begi nning at or before TO, with an average arrival rate Lanmbda and
ending at or after Tf. Those time values greater than or equal to TO
and |l ess than or equal to Tf are then selected. At each of the tines
in this process, we obtain the value of nultiple unidirectional LSP
setup delay sanple. The value of the sanple is the sequence nade up
of the resulting <tine, setup delay> pairs. |If there are no such
pairs, the sequence is of length zero and the sanple is said to be

enpty.
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10.5. Discussion

The paraneter Lanbda is used as an arrival rate of "batch

uni directional LSPs setup" operation. It regulates the interval in
bet ween each batch operation. The paraneter Lanbda_ mis used within
each batch operation, as described in Section 5

The paraneters Lanbda and Lanbda m shoul d be carefully chosen. |If
the rate is too high, overly frequent LSP setup/rel ease procedure
will result in high overhead in the control plane. In turn, the high
overhead will increase unidirectional LSP setup delay. On the other
hand, if the rate is too low, the sanple mght not conpletely reflect
the dynam ¢ provisioning performance of the GWLS network. The
appropriate Lanbda and Lanbda_m val ue depends on the given network.

The paranmeters Td should be carefully chosen. Different switching
technol ogies may vary significantly in perform ng a cross-connect
operation. At the sanme tinme, the tine needed in setting up an LSP
under different traffic may also vary significantly.

It is inmportant that, in obtaining a sanple, all the LSPs MJST
traverse the same route. |If there are nultiple routes between the
i ngress node 1 D0 and egress node IDl1, ERGs, or an alternate nethod,
e.g., static configuration, MJST be used to ensure that all LSPs
traverse the same route.

10. 6. Met hodol ogi es
o0 Select the times using the specified Poisson arrival process,

0 Set up the LSP as the nethodol ogy for the singleton nmultiple
unidirectional LSPs setup delay, and obtain the value of nmultiple
uni directional LSPs setup delay, and

0 Release the LSP after Th, and wait for the next Poisson arriva
event.

Note: it is possible that before the previous LSP rel ease procedure
conpl etes, the next Poisson arrival event arrives and the LSP setup
procedure is initiated. |If there is resource contention between the
two LSPs, the LSP setup may fail. Ways to avoid such contention are
out side the scope of this docunent.
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10.7. Typical Testing Cases
10.7.1. Wth No LSP in the Network
10.7.1.1. Motivation

Mul tiple unidirectional LSPs setup delay with no LSP in the network
is inportant because this reflects the inherent delay of an RSVP-TE

i mpl ementation. The mni mum val ue provi des an indication of the
delay that will likely be experienced when LSPs traverse the shortest
route with the lightest load in the control plane.

10.7.1.2. Methodol ogi es

Make sure that there is no LSP in the network and proceed with the
met hodol ogi es described in Section 10. 6.

10.7.2. Wth a Nunber of LSPs in the Network
10.7.2.1. Mdtivation

Mul tiple unidirectional LSPs setup delay with a nunber of LSPs in the
network is inmportant because it reflects the performance of an
operational network with considerable |load. This delay can vary
significantly as the nunber of existing LSPs vary. |t can be used as
a scalability metric of an RSVP-TE inpl enentati on.

10.7.2.2. Methodol ogi es

Set up the required nunber of LSPs, and wait until the network
reaches a stable state; then, proceed with the nethodol ogi es
described in Section 10.6.

10.8. Metric Reporting

The netric results including both real and undefined val ues MJST be
reported together with the total nunber of values. The context under
whi ch the sanple is obtained, including the selected paraneters, the
route traversed by the LSPs, and the testing case used, MJST al so be
reported.
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11.

11.

11.

11.

11.

A Definition for Sanples of Single Bidirectional LSP Setup Del ay
In Section 6, we defined the singleton netric of single bidirectiona
LSP setup delay. Now we define how to get one particul ar sanpl e of
single bidirectional LSP setup delay. Sampling neans to take a
nunber of distinct instances of a skeleton nmetric under a given set
of paraneters. As in [RFC2330], we use Poisson sanpling as an
exanpl e.

1. Metric Nane

Single bidirectional LSP setup delay sanple with no LSP in the
net wor k

2. Metric Paraneters

o I1D0, the ingress LSRID

o IDl, the egress LSR ID

o TO, atine

o Tf, atime

o Lanbda, a rate in the reciprocal nilliseconds

o Th, LSP holding tinme

o Td, the maxinumwaiting time for successful setup

3. Metric Units

A sequence of pairs; the elenments of each pair are:

o T, atinme when setup is attenpted

o dT, either a real nunber of mlliseconds or undefined

4. Definition

G ven TO, Tf, and Lanbda, conpute a pseudo-random Poi sson process
begi nning at or before TO, with an average arrival rate Lanbda, and
ending at or after Tf. Those tinme values greater than or equal to TO
and | ess than or equal to Tf are then selected. At each of the tines
in this process, we obtain the value of bidirectional LSP setup del ay
sample. The value of the sanple is the sequence made up of the

resulting <tinme, LSP setup delay> pairs. |If there are no such pairs,
the sequence is of length zero and the sanple is said to be enpty.
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11.

11.

5. Discussion

The paraneters Lanbda should be carefully chosen. |If the rate is too
hi gh, overly frequent LSP setup/rel ease procedure will result in high
overhead in the control plane. |In turn, the high overhead wll

i ncrease bidirectional LSP setup delay. On the other hand, if the
rate is too low, the sanple mght not conpletely reflect the dynamc
provi si oni ng performance of the GWLS network. The appropriate
Lanbda val ue depends on the given network.

The paraneters Td should be carefully chosen. Different switching
technol ogies may vary significantly in performng a cross-connect
operation. At the sane tine, the time needed to set up an LSP under
different traffic may also vary significantly.

In the case of active measurenent, the parameters Th should be
careful ly chosen. The conbi nati on of Lanbda and Th reflects the | oad
of the network. The selection of Th SHOULD take into account that
the network has sufficient resources to perform subsequent tests.

The val ue of Th MAY be constant during one sanpling process for
sinmplicity considerations.

Note that for online or passive measurenents, the arrival rate and
the LSP holding tine are determined by actual traffic; hence, in this
case, Lanbda and Th are not input paraneters.

It is inmportant that, in obtaining a sanple, all the LSPs MJST
traverse the same route. |If there are nmultiple routes between the
i ngress node 1 D0 and egress node IDl1, ERGs, or an alternate nethod,
e.g., static configuration, MJST be used to ensure that all LSPs
traverse the same route.

6. Met hodol ogi es
o0 Select the times using the specified Poisson arrival process,

0 Set up the LSP as the nethodol ogy for the singleton bidirectiona
LSP setup del ay, and obtain the value of bidirectional LSP setup
del ay, and

0 Release the LSP after Th, and wait for the next Poisson arriva
event.

Note: it is possible that before the previous LSP rel ease procedure
conpl etes, the next Poisson arrival event arrives and the LSP setup
procedure is initiated. |If there is resource contention between the
two LSPs, the LSP setup may fail. Ways to avoid such contention are
out side the scope of this docunent.
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11.

11.

11.

11.

11.

11.

11.

12.

7. Typical Testing Cases
7.1. Wth No LSP in the Network
7.1.1. Motivation

Single bidirectional LSP setup delay with no LSP in the network is
i mportant because this reflects the inherent delay of an RSVP-TE

i mpl ementation. The mni mum val ue provi des an indication of the
delay that will likely be experienced when an LSP traverses the
shortest route with the lightest load in the control plane.

7.1.2. Methodol ogi es

Make sure that there is no LSP in the network and proceed with the
met hodol ogi es described in Section 11.6.

7.2. Wth a Nunmber of LSPs in the Network
7.2.1. Motivation

Single bidirectional LSP setup delay with a nunber of LSPs in the
network is inmportant because it reflects the performance of an
operational network with considerable |load. This delay can vary
significantly as the nunber of existing LSPs varies. It can be used
as a scalability metric of an RSVP-TE inpl enentati on.

7.2.2. Methodol ogi es

Set up the required nunber of LSPs and wait until the network reaches
a stable state; then, proceed with the nethodol ogi es described in
Section 11.6.

8. Metric Reporting

The netric results including both real and undefined val ues MJST be
reported together with the total nunber of values. The context under
whi ch the sanple is obtained, including the selected paraneters, the
route traversed by the LSPs, and the testing case used, MJST al so be
reported.

A Definition for Sanples of Miultiple Bidirectional LSPs Setup Del ay
In Section 7, we defined the singleton nmetric of nultiple

bi directional LSPs setup delay. Now we define howto get one
particul ar sanple of multiple bidirectional LSP setup del ay.
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12.

12.

12.

Sanpling neans to take a nunber of distinct instances of a skel eton
nmetric under a given set of parameters. As in [RFC2330], we use
Poi sson sanpling as an exanpl e.

1. Metric Name

Multiple bidirectional LSPs setup delay sanple

2. Metric Paraneters

o I1D0, the ingress LSRID

o IDl, the egress LSR ID

o TO, atinme

o Tf, atine

o Lanbda m a rate in the reciprocal mlliseconds

o Lanmbda, a rate in the reciprocal nilliseconds

o X, the nunber of LSPs to set up

o Th, LSP holding tine

o Td, the maximumwaiting time for successful nultiple
uni directional LSPs setup

3. Metric Units

A sequence of pairs; the elenments of each pair are:

o T, atinme when the first setup is attenpted

o dT, either a real nunber of mlliseconds or undefined
4. Definition

G ven TO, Tf, and Lanbda, conpute a pseudo-random Poi sson process
begi nning at or before TO, with an average arrival rate Lanmbda and
ending at or after Tf. Those time values greater than or equal to TO
and |l ess than or equal to Tf are then selected. At each of the tines
in this process, we obtain the value of nultiple unidirectional LSP
setup delay sanple. The value of the sanple is the sequence nade up
of the resulting <tine, setup delay> pairs. |If there are no such
pairs, the sequence is of length zero and the sanple is said to be

enpty.
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12.5. Discussion

The paraneter Lanbda is used as an arrival rate of "batch

bi di rectional LSPs setup"” operation. It regulates the interval in
bet ween each batch operation. The paraneter Lanbda_ mis used within
each batch operation, as described in Section 7.

The paraneters Lanbda and Lanbda m shoul d be carefully chosen. |If
the rate is too high, overly frequent LSP setup/rel ease procedure
will result in high overhead in the control plane. In turn, the high
overhead will increase unidirectional LSP setup delay. On the other
hand, if the rate is too low, the sanple mght not conpletely reflect
the dynam ¢ provisioning performance of the GWLS network. The
appropriate Lanbda and Lanbda_m val ues depend on the given network.

The paranmeters Td should be carefully chosen. Different switching
technol ogies may vary significantly in perform ng a cross-connect
operation. At the sane tine, the time needed to set up an LSP under
different traffic may also vary significantly.

It is inmportant that, in obtaining a sanple, all the LSPs MJST
traverse the same route. |If there are nultiple routes between the
i ngress node 1 D0 and egress node IDl1, ERGs, or an alternate nethod,
e.g., static configuration, MJST be used to ensure that all LSPs
traverse the same route.

12.6. Methodol ogi es
o0 Select the times using the specified Poisson arrival process,

0 Set up the LSP as the nethodol ogy for the singleton nmultiple
bi directional LSPs setup delay, and obtain the value of multiple
uni directional LSPs setup delay, and

0 Release the LSP after Th, and wait for the next Poisson arriva
event.

Note: it is possible that before the previous LSP rel ease procedure
conpl etes, the next Poisson arrival event arrives and the LSP setup
procedure is initiated. |If there is resource contention between the
two LSPs, the LSP setup may fail. Ways to avoid such contention are
out side the scope of this docunent.
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12.

12.

12.

12.

12.

12.

12.

13.

7. Typical Testing Cases
7.1. Wth No LSP in the Network
7.1.1. Motivation

Multiple bidirectional LSPs setup delay with no LSP in the network is
i mportant because this reflects the inherent delay of an RSVP-TE

i mpl ementation. The mni mum val ue provi des an indication of the
delay that will likely be experienced when an LSPs traverse the
shortest route with the lightest load in the control plane.

7.1.2. Methodol ogi es

Make sure that there is no LSP in the network and proceed with the
met hodol ogi es described in Section 10. 6.

7.2. Wth a Nunmber of LSPs in the Network
7.2.1. Motivation

Multiple bidirectional LSPs setup delay with a nunber of LSPs in the
network is inmportant because it reflects the performance of an
operational network with considerable |load. This delay may vary
significantly as the nunber of existing LSPs vary. |t may be used as
a scalability metric of an RSVP-TE inpl enentati on.

7.2.2. Methodol ogi es

Set up the required nunber of LSPs, and wait until the network
reaches a stable state; then, proceed with the nethodol ogi es
described in Section 12.6.

8. Metric Reporting

The netric results including both real and undefined val ues MJST be
reported together with the total nunber of values. The context under
whi ch the sanple is obtained, including the selected paraneters, the
route traversed by the LSPs, and the testing case used, MJST al so be
reported.

A Definition for Sanples of LSP Graceful Rel ease Del ay
In Section 8, we defined the singleton netric of LSP graceful rel ease

del ay. Now we define how to get one particul ar sanple of LSP
graceful release delay. W also use Poisson sanpling as an exanpl e.
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13.
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1. Metric Name

LSP graceful rel ease delay sanple

2. Metric Paraneters

o |IDO, the ingress LSRID

o ID1, the egress LSRID

o TO, atime

o Tf, atine

o Lanmbda, a rate in reciprocal mlliseconds

o Td, the maxi mumwaiting time for successful LSP rel ease

3. Metric Units

A sequence of pairs; the elenments of each pair are:

o T, atinme, and

o dT, either a real nunber of mlliseconds or undefined

4. Definition

G ven TO, Tf, and Lanbda, we conpute a pseudo-random Poi sson process
begi nning at or before TO, with an average arrival rate Lanbda and
ending at or after Tf. Those tinme values greater than or equal to TO
and |l ess than or equal to Tf are then selected. At each of the tines
in this process, we obtain the value of LSP graceful release del ay
sample. The value of the sanmple is the sequence made up of the

resulting <tinme, LSP graceful delay> pairs. |If there are no such
pairs, the sequence is of length zero and the sanple is said to be

enpty.
5. Discussion

The paraneter Lanbda should be carefully chosen. [If the rate is too
| arge, overly frequent LSP setup/release procedure will result in
hi gh overhead in the control plane. 1In turn, the high overhead wll
i ncrease unidirectional LSP setup delay. On the other hand, if the
rate is too small, the sanple mght not conpletely reflect the
dynam c provisioning performance of the GWLS network. The
appropriate Lanbda val ue depends on the given network.
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14.

14.

14.

It is inmportant that, in obtaining a sanple, all the LSPs MJST
traverse the same route. |If there are nultiple routes between the
i ngress node 1 D0 and egress node |1D1, ERGCs, or an alternate nethod,
e.g., static configuration, MJST be used to ensure that all LSPs
traverse the sanme route.

6. Met hodol ogi es

General ly, the nethodol ogy woul d proceed as foll ows:

0 Set up the LSP to be deleted

0 Select the tinmes using the specified Poisson arrival process,

0 Release the LSP as the nethodol ogy for the singleton LSP gracefu
rel ease del ay, and obtain the value of LSP graceful rel ease del ay,
and

0 Set up the LSP, and restart the Poisson arrival process, wait for
the next Poisson arrival event.

7. Metric Reporting

The netric results including both real and undefined val ues MJST be
reported together with the total nunber of values. The context under
whi ch the sanple is obtained, including the sel ected paraneters, and
the route traversed by the LSPs MJUST al so be reported.

Sone Statistics Definitions for Metrics to Report

G ven the sanples of the performance nmetric, we now of fer severa
statistics of these sanples to report. Fromthese statistics, we can
draw sone useful conclusions of a GWLS network. The value of these
nmetrics is either a real nunber of mlliseconds or undefined. 1In the
foll owi ng di scussion, we only consider the finite val ues.

1. The Mnimmof Mtric

The minimumof the metric is the minimumof all the dT values in the
sample. In conputing this, undefined values SHOULD be treated as
infinitely large. Note that this neans that the m ni mum coul d thus
be undefined if all the dT values are undefined. |In addition, the
nmetric mni mum SHOULD be set to undefined if the sanple is enpty.

2. The Median of Metric

Metric nmedian is the nedian of the dT values in the given sanple. In
conputing the nedian, the undefined val ues MJUST NOT be i ncl uded.
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14.

14.

3. The Maxi mum of Metric

The maxi num of the metric is the maxi mumof all the dT values in the
sample. In conputing this, undefined values MJUST NOT be incl uded.
Note that this neans that neasurenents that exceed the upper bound
are not reported in this statistic. This is an inportant

consi derati on when eval uati ng the nmaxi num when the nunber of

undefi ned nmeasurements i s non-zero.

4. The Percentile of Metric

The "enpirical distribution function" (EDF) of a set of scalar
neasurenents is a function F(x), which, for any x, gives the
fractional proportion of the total neasurenents that were <= Xx.

G ven a percentage X, the X-th percentile of the netric nmeans the
smal | est value of x for which F(x) >= X In conmputing the
percentile, undefined values MJUST NOT be incl uded.

See [ RFC2330] for further details.

5. Failure Statistics of Metric

In the process of LSP setup/release, it may fail due to various
reasons. For exanple, setup/release may fail when the control plane
i s overburdened or when there is resource shortage in one of the

i nternedi ate nodes. Since the setup/release failure may have
significant inmpact on network operation, it is worthwhile to report
each failure cases, so that appropriate operations can be perforned
to check the possible inplementation, configuration or other
defi ci enci es.

Five types of failure events are defined in previous sections:

o Single Unidirectional LSP Setup Failure

o Miltiple Unidirectional LSP Setup Failure

o Single Bidirectional LSP Setup Failure

o Miltiple Bidirectional LSP Setup Failure

0 LSP Gaceful Release Failure

G ven the sampl es of the performance netric, we now offer two
statistics of failure events of these sanples to report.
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14.

15.

5.1. Failure Count

Failure Count is defined as the nunber of the undefined value of the
correspondi ng performance nmetric (failure events) in a sample. The
val ue of Failure Count is an integer

5.2. Failure Ratio

Failure Ratio is the percentage of the nunmber of failure events to
the total number of requests in a sanple. The calculation for
Failure Ratio is defined as follows:

X type failure ratio = Nunber of X type failure events/(Nunber of
valid X type netric values + Nunber of X type failure events) * 100%

Di scussi on
It is worthwhile to point out that:

o The unidirectional/bidirectional LSP setup delay is one ingress-
egress round-trip tine plus processing tine. But in this
docunent, unidirectional/bidirectional LSP setup delay has not
taken the processing time in the end nodes (ingress and/or egress)
into account. The tinestanp T2 is taken after the endpoi nt node
receives it. Actually, the last node has to take sone tine to
process |l ocal procedures. Sinmilarly, in the LSP graceful release
del ay, the menmo has not considered the processing tine in the end
node.

o This docunent assunes that the correct procedures for installing
the data plane are foll owed as described in [ RFC3209], [RFC3471],
and [RFC3473]. That is, by the tine the egress receives and
processes a Path nmessage, it is safe for the egress to transmt
data on the reverse path, and by the time the ingress receives and
processes a Resv nessage it is safe for the ingress to transm t
data on the forward path. See [ CCAMP-SW TCH] for detail ed
expl anati ons. This docunment does not include any verification
that the inplementations of the control plane software are
conformant, although such tests MAY be constructed with the use of
sui tabl e signal generation test equipnent. |In [CCAMP-DPM, we
defined a series of netrics to do such verifications. However, it
i s RECOMVENDED t hat both the measurenents defined in this docunment
and the neasurenents defined in [ CCAMP-DPM are perforned to
conpl emrent each ot her.
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o Note that, in inplenenting the tests described in this docunent, a
tester should be sure to neasure the tinme taken for the contro
pl ane nmessages including the processing of those nessages by the
nodes under test.

o Bidirectional LSPs may be set up using three-way signaling, where
the initiating node will send a ResvConf message downstream upon
recei ving the Resv nessage. The ResvConf nessage is used to
notify the terminate node that it can transfer data upstream
Actual Iy, both directions should be ready to transfer data when
the Resv message is received by the initiating node. Therefore,
the bidirectional LSP setup delay defined in this docunment does
not take the confirmation procedure into account.

Security Consi derations

Sanpl es of the netrics can be obtained in either active or passive
manners.

In active measurenment, ingress nodes inject probing nmessages into the
control plane. Since the measurenment endpoints must be conformant to
signal ing specifications and behave as normal signaling endpoints, it
wi Il not incur other security issues than normal LSP provisioning.
However, the neasurenent paraneters nust be carefully selected so
that the nmeasurenents inject trivial ampunts of additional traffic
into the networks they neasure. |If they inject "too nmuch" traffic,
they can skew the results of the neasurenment, and, in extreme cases,
cause congestion and deni al of service.

When sanpl es of the netrics are collected in a passive manner, e.g.

by nmonitoring the operations on real-life LSPs, the inplenentation of
the nonitoring and reporting nechani smnust be careful so that they
will not be used to attack the control plane. A typica

i mpl enentati on may use the Managenment |Information Base (MB) to
col lect/store the netrics and access to the MBis limted to the

Net wor k Managenent Systens (NVMSs). In this case, passive nonitoring
will not incur other security issues than inplenenting the MBs and
NMSs. |f an inplenentati on chooses to expose the performance data to

ot her applications, then it must take into account the possible
security issues it may face. For exanple, when exposing the
performance data through Sinple Network Managenent Protocol (SNWP),
certain authentication nethods should be used to ensure that the
entity naintaining the performance data are not subject to

unaut hori zed readi ngs and nodifications. Rate linting on the
performance query nay al so be desirable to reduce the risk that the
entity maintaining the performance data are overwhel med by too many
guery requests. It is RECOMVENDED that inplenenters consider the
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18.

18.

security features as provided by the SNWPv3 framework (see [RFC3410],
section 8), including full support for the SNWMPv3 cryptographic
mechani sns (for authentication and privacy).

Additionally, the security considerations pertaining to the origina
RSVP protocol [RFC2205] and its TE extensions [ RFC3209] al so remain
rel evant.

Acknowl edgnent s

We wi sh to thank Dan Li, Fang Liu (Christine), Zafar Ali, Monique
Morrow, Adrian Farrel, Deborah Brungard, Lou Berger, Thomas D. Nadeau
for their comments and help. Lou Berger and Adrian Farrel have nade
text contributions to this document.

We wi sh to thank experts from|PPM and BMAG -- Rei nhard Schrage, Al
Morton, and Henk Uijterwaal -- for review ng this docunment. Reinhard
Schrage has nade text contributions to this docunent.

Thi s docunent contains ideas as well as text that have appeared in
exi sting | ETF docunents. The authors wish to thank G Al nes, S
Kal i di ndi, and M Zekauskas.

We al so wi sh to thank Wi sheng Hu, Yaohui Jin, and Wi Guo in the
state key | aboratory of advanced optical conmunication systens and
networ ks for the valuable coments. W also wish to thank the
support from National Natural Science Foundation of China (NSFC) and
863 program of China.

Ref er ences
1. Nornmtive References

[ RFC2119] Bradner, S., "Key words for use in RFCs to I ndicate
Requi renment Level s", BCP 14, RFC 2119, WMarch 1997.

[ RFC2205] Braden, B., Zhang, L., Berson, S., Herzog, S., and S
Jami n, "Resource ReSerVation Protocol (RSVP) --
Version 1 Functional Specification", RFC 2205,
Sept ember 1997.

[ RFC2679] Almes, G, Kalidindi, S., and M Zekauskas, "A One-
way Delay Metric for |IPPM, RFC 2679, Septenber 1999.

[ RFC2681] Almes, G, Kalidindi, S., and M Zekauskas, "A Round-
trip Delay Metric for IPPM, RFC 2681,
Sept ember 1999.

Sun & Zhang St andards Track [ Page 41]



RFC 5814

[ RFC3209]

[ RFC3471]

[ RFC3473]

[ RFC3945]

[ RFC4208]

18.2. Informative

[ CCAMP- DPM

[ CCAMP- SW TCH]

[ RFC2330]

[ RFC3410]

Sun & Zhang

LSP Dynanic PPMin GWLS Networks March 2010

Awduche, D., Berger, L., Gn, D., Li, T., Srinivasan,
V., and G Swallow, "RSVP-TE: Extensions to RSVP for
LSP Tunnel s", RFC 3209, Decenber 2001.

Berger, L., "Generalized Miulti-Protocol Label
Swi tching (GWPLS) Signaling Functional Description”,
RFC 3471, January 2003.

Berger, L., "Generalized Miulti-Protocol Label

Swi tching (GWPLS) Signaling Resource ReserVation
Prot ocol - Traffi c Engi neeri ng (RSVP-TE) Extensions”,
RFC 3473, January 2003.

Mannie, E., "Generalized Miulti-Protocol Label
Switching (GWLS) Architecture", RFC 3945,
Cct ober 2004.

Swal l ow, G, Drake, J., Ishimatsu, H, and Y.
Rekhter, "Generalized Miltiprotocol Label Switching
(QWPLS) User-Network Interface (UNI): Resource
Reser Vation Protocol -Traffic Engineering (RSVP-TE)
Support for the Overlay Mdel", RFC 4208,

Cct ober 2005.

Ref er ences

Sun, W, Zhang, G, Gao, J., Xie, G, Papneja, R,
Qu, B., Wi, X, OGani, T., and R Jing, "Label
Switched Path (LSP) Data Path Delay Metric in
General i zed MPLS/ MPLS-TE Networ ks", Work

in Progress, Decenber 2009.

Shiomoto, K. and A Farrel, "Advice on Wen It is
Safe to Start Sending Data on Label Sw tched Paths
Est abl i shed Usi ng RSVP-TE", Wbrk in Progress,

Cct ober 2009.

Paxson, V., Alnes, G, Mihdavi, J., and M Mathi s,
"Framework for | P Performance Metrics", RFC 2330,
May 1998.

Case, J., Mundy, R, Partain, D., and B. Stewart,
"I'ntroduction and Applicability Statenents for

I nt ernet - Standard Managenent Franework", RFC 3410,
Decemnber 2002.

St andards Track [ Page 42]



RFC 5814 LSP Dynami ¢ PPMin GVPLS Networks March 2010

Appendi x A, Authors’ Addresses

Ji anhua Gao
Huawei Technol ogi es Co., LTD.
Chi na

Phone: +86 755 28973237
EMai | : gj hhit @wuawei . com

Guowu Xi e

University of California, Riverside
900 University Ave.

Ri versi de, CA 92521

USA

Phone: +1 951 237 8825
EMai | : xieg@s. ucr.edu

Raj i v Papneja

| socore

12359 Sunrise Valley Drive, STE 100
Reston, VA 20190

USA

Phone: +1 703 860 9273
EMai | : rpapnej a@ socore. com

Bin Gu

I XIA

Oiental Kenzo Plaza 8M 48 Dongzhi men Wai Street, Dongcheng District
Beijing 200240

Chi na

Phone: +86 13611590766
EMai | : BGQu@ xi acom com

Xueqi n W

Fi ber home Tel ecommuni cati on Technol ogy Co., Ltd.
Wihan

Chi na

Phone: +86 13871127882
EMai | : xqwei @i ber horme. com cn

Sun & Zhang St andards Track [ Page 43]



RFC 5814 LSP Dynami ¢ PPMin GVPLS Networks March 2010

Tonphiro O ani

KDDI R&D Laboratories, Inc.
2-1-15 Onhara Kam fukuoka Saitama
356- 8502

Japan

Phone: +81-49-278-7357
EMai | : otani @ddilabs.jp

Rui quan Ji ng

China Tel ecom Beijing Research Institute
118 Xi zhi menwai Avenue

Beijing 100035

Chi na

Phone: +86-10-58552000
EMai |l : jingrq@tbri.comcn

Editors’ Addresses

Wi gi ang Sun (editor)

Shanghai Jiao Tong University
800 Dongchuan Road

Shanghai 200240

Chi na

Phone: +86 21 3420 5359
EMai | : sunwg@rit. edu

Guoyi ng Zhang (editor)

Chi na Acadeny of Tel econmuni cati on Research, MIT, China.
No. 52 Hua Yuan Bei Lu, Haidian District

Beijing 100083

Chi na

Phone: +86 1062300103
EMai | : zhangguoyi ng@mil .ritt.comcn

Sun & Zhang St andards Track [ Page 44]






