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Abstract

The Routing Over Low Power and Lossy (ROLL) networks Wrking G oup
has been chartered to work on routing solutions for Low Power and
Lossy Networks (LLNs) in various markets: industrial, comercia
(buil ding), home, and urban networks. Pursuant to this effort, this
docunent defines the IPv6 routing requirenents for building

aut omat i on.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the I ESG are a candidate for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it may be obtained at
http://ww.rfc-editor.org/info/rfc5867
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| ntroducti on

The Routing Over Low Power and Lossy (ROLL) networks Worki ng G oup
has been chartered to work on routing solutions for Low Power and
Lossy Networks (LLNs) in various markets: industrial, comercia
(buil ding), horme, and urban networks. Pursuant to this effort, this
docunent defines the IPv6 routing requirenments for building

aut omat i on.

Conmer ci al buil di ngs have been fitted with pneumatic, and
subsequently el ectronic, conmunication routes connecting sensors to
their controllers for over one hundred years. Recent econonic and
techni cal advances in wirel ess communication allow facilities to
increasingly utilize a wireless solution in lieu of a wired solution
thereby reducing installation costs while maintaining highly reliant
conmuni cat i on.
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The cost benefits and ease of installation of wirel ess sensors all ow
custonmers to further instrunment their facilities with additiona
sensors, providing tighter control while yielding increased energy
savi ngs.

Wrel ess solutions will be adapted fromtheir existing wred
counterparts in many of the building applications including, but not
limted to, heating, ventilation, and air conditioning (HVAC;
[ighting; physical security; fire; and elevator/lift systems. These
devices will be devel oped to reduce installation costs while
increasing installation and retrofit flexibility, as well as

i ncreasing the sensing fidelity to inprove efficiency and buil ding
service quality.

Sensi ng devices nmay be battery-less, battery-powered, or nmains-
powered. Actuators and area controllers will be nmains-powered. Due
to building code and/or device density (e.g., equipnment room, it is
envisioned that a mx of wired and wirel ess sensors and actuators
wi Il be deployed within a building.

Bui | di ng managenent systens (BMSs) are deployed in a |large set of
vertical markets including universities, hospitals, governnent
facilities, kindergarten through high school (K-12), pharmaceutica
manufacturing facilities, and single-tenant or nmulti-tenant office
bui | di ngs. These buildings range in size from 100K-sq.-ft.
structures (5-story office buildings), to 1Msq.-ft. skyscrapers
(100-story skyscrapers), to conplex government facilities such as the
Pent agon. The described topology is neant to be the nmodel to be used
in all of these types of environments but clearly nmust be tailored to
the building class, building tenant, and vertical nmarket being
served.

Section 3 describes the necessary background to understand the
context of building automation including the sensor, actuator, area
controller, and zone controller |layers of the topol ogy; typica
device density; and installation practices.

Section 4 defines the traffic flow of the aforenenti oned sensors,
actuators, and controllers in comercial buildings.

Section 5 defines the full set of IPv6 routing requirenents for
conmer ci al bui | di ngs.
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Appendi x A docunents inportant commercial building requirenments that
are out of scope for routing yet will be essential to the fina
acceptance of the protocols used within the building.

Section 3 and Appendix A are mainly included for educationa
pur poses.

The expressed aimof this docunent is to provide the set of |Pv6
routing requirenents for LLNs in buildings, as described in
Section 5.

2. Term nol ogy

For a description of the term nology used in this specification
pl ease see [ ROLL- TERM .

2.1. Requirements Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [RFC2119].

3. Overview of Building Automati on Networks
3.1. Introduction

To understand the network systems requirenments of a building
management systemin a comercial building, this document uses a
framework to describe the basic functions and composition of the
system A BMS is a hierarchical system of sensors, actuators,
controllers, and user interface devices that interoperate to provide
a safe and confortabl e environment while constrai ning energy costs.

A BM5 is divided functionally across different but interrel ated
bui | di ng subsystens such as heating, ventilation, and air
conditioning (HVAC); fire; security; lighting; shutters; and
elevator/lift control systems, as denoted in Figure 1

Much of the nakeup of a BMS is optional and installed at the behest
of the custoner. Sensors and actuators have no standal one
functionality. All other devices support partial or conplete

st andal one functionality. These devices can optionally be tethered
to forma nore cohesive system The custoner requirenments dictate
the level of integration within the facility. This architecture
provi des excellent fault tol erance since each node is designed to
operate in an i ndependent nmode if the higher |ayers are unavail abl e.
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Figure 1: Building Systens and Devi ces
3.2. Building Systens Equi pnent
3.2.1. Sensors/Actuators

As Figure 1 indicates, a BM5 nay be conposed of many functiona

stacks or silos that are interoperably woven together via building
applications. Each silo has an array of sensors that nonitor the
envi ronnent and actuators that nodify the environnent, as determ ned
by the upper layers of the BM5 topology. The sensors typically are
at the edge of the network structure, providing environnmental data
for the system The actuators are the sensors’ counterparts,

nmodi fyi ng the characteristics of the system based on the sensor data
and the applications depl oyed.

3.2.2. Area Controllers
An area describes a snmall physical |ocale within a building,
typically a room HVAC (tenperature and hum dity) and lighting (room

ighting, shades, solar |oads) vendors oftentinmes depl oy area
controllers. Area controllers are fed by sensor inputs that nonitor
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the environmental conditions within the room Conmon sensors found
in many roons that feed the area controllers include tenperature,
occupancy, lighting |oad, solar load, and relative humidity. Sensors
found in specialized roons (such as chem stry |abs) mght include air
flow, pressure, and CO2 and CO particle sensors. Room actuation

i ncl udes tenperature setpoint, lights, and blinds/curtains.

3.2.3. Zone Controllers

Zone controllers support a simlar set of characteristics to area
controllers, albeit for an extended space. A zone is normally a

| ogi cal grouping or functional division of a commercial building. A
zone may al so coincidentally map to a physical |ocale such as a
floor.

Zone controllers may have direct sensor inputs (snmoke detectors for
fire), controller inputs (roomcontrollers for air handlers in HVAC),
or both (door controllers and tanmper sensors for security). Like
area/roomcontrol l ers, zone controllers are standal one devi ces that
operate i ndependently or nmay be attached to the larger network for
nore synergistic control

3.3. Equipnent Installation Methods

A BMS is installed very differently fromnost other IT networks. IT
networks are typically installed as an overlay onto the existing
environnent and are installed fromthe inside out. That is, the
network wiring infrastructure is installed; the switches, routers,
and servers are connected and nade operational; and finally, the
endpoints (e.g., PCs, Vol P phones) are added.

BMSs, on the other hand, are installed fromthe outside in. That is,
the endpoints (thernpstats, lights, snoke detectors) are installed in
the spaces first; local control is established in each room and
tested for proper operation. The individual roons are |ater |ashed
together into a subsystem(e.g., lighting). The individua

subsystens (e.g., lighting, HVAC) then coal esce. Later, the entire
system may be nerged onto the enterprise network.

The rationale for this is partly due to the different construction
trades having access to a building under construction at different
times. The sheer size of a building often dictates that even a
single trade may have nultipl e i ndependent teans working

si mul taneously. Furthernore, the HVAC, lighting, and fire systens
must be fully operational before the building can obtain its
occupancy permt. Hence, the BMS must be in place and configured
wel | before any of the IT servers (DHCP; Authentication

Aut hori zation, and Accounting (AAA); DNS; etc.) are operational
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This inplies that the BMS cannot rely on the availability of the IT
network infrastructure or application servers. Rather, the BMS
installation should be planned to dovetail into the IT system once
the IT systemis available for easy mgration onto the |IT network.
Front-end pl anning of available switch ports, cable runs, access
point (AP) placenment, firewalls, and security policies wll
facilitate this adoption.

3.4. Device Density

Devi ce density differs, depending on the application and as dictated
by the |l ocal building code requirenents. The follow ng subsections
detail typical installation densities for different applications.

3.4.1. HVAC Device Density

HVAC room applications typically have sensors/actuators and
control l ers spaced about 50 ft. apart. |In nost cases, there is a 3:1
rati o of sensors/actuators to controllers. That is, for each room
there is an installed tenperature sensor, flow sensor, and danper
actuator for the associated room controller

HVAC equi pnent room applications are quite different. An air handler
system may have a single controller with up to 25 sensors and
actuators within 50 ft. of the air handler. A chiller or boiler is
al so controlled with a single equipnent controller instrumented with
25 sensors and actuators. Each of these devices woul d be

i ndi vidual | y addressed since the devices are mandated or optional as
defined by the specified HVAC application. Air handlers typically
serve one or two floors of the building. Chillers and boilers may be
installed per floor, but many tines they service a wing, building, or
the entire conplex via a central plant.

These nunmbers are typical. |In special cases, such as clean roomns,
operating rooms, pharmaceutical facilities, and |labs, the ratio of
sensors to controllers can increase by a factor of three. Tenant
installations such as nmalls would opt for packaged units where mnuch
of the sensing and actuation is integrated into the unit; here, a
singl e devi ce address woul d serve the entire unit.

3.4.2. Fire Device Density

Fire systens are much nore uniformy installed, with snoke detectors
installed about every 50 ft. This is dictated by | ocal building
codes. Fire pull boxes are installed uniformy about every 150 ft.
Afire controller will service a floor or wing. The fireman’s fire
panel will service the entire building and typically is installed in
the atrium
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3.4.3. Lighting Device Density

Lighting is also very uniformy installed, with ballasts installed
approximately every 10 ft. A lighting panel typically serves 48 to
64 zones. Wred systens tether many lights together into a single
zone. Wreless systenms configure each fixture independently to
increase flexibility and reduce installation costs.

3.4.4. Physical Security Device Density

Security systenms are non-uniformy oriented, with heavy density near
doors and wi ndows and lighter density in the building’ s interior
space.

The recent influx of interior and perineter camera systens is
increasing the security footprint. These caneras are atypica
endpoints requiring up to 1 negabit/second (Mit/s) data rates per
canera, as contrasted by the few kbit/s needed by nost other BMS
sensi ng equi prent. Previously, canera systens had been depl oyed on
proprietary wired hi gh-speed networks. More recent inplenentations
utilize wired or wireless IP caneras integrated into the enterprise
LAN.

4. Traffic Pattern

The i ndependent nature of the automation subsystens within a building
can significantly affect network traffic patterns. Mich of the real-
time sensor environnental data and actuator control stays within the
| ocal LLN environnment, while alarms and ot her event data will

percol ate to hi gher |ayers.

Each sensor in the LLN unicasts point to point (P2P) about 200 bytes
of sensor data to its associated controller each ninute and expects
an application acknow edgnent unicast returned fromthe destination
Each controll er unicasts nmessages at a nomnal rate of 6 kbit/mnute
to peer or supervisory controllers. Thirty percent of each node’'s
packets are destined for other nodes within the LLN. Seventy percent
of each node’s packets are destined for an aggregati on device
(rmultipoint to point (MP2P)) and routed off the LLN. These messages
al so require a unicast acknow edgnent fromthe destination. The
above val ues assune direct node-to-node comunication; meshing and
error retransm ssions are not considered.

Mul ticasts (point to nultipoint (P2MP)) to all nodes in the LLN occur
for node and object discovery when the network is first conm ssioned.
This data is typically a one-time bind that is henceforth persisted.
Li ghting systens will also readily use nulticasting during nornma
operations to turn banks of lights "on" and "of f" sinultaneously.
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BMSs nay be either polled or event-based. Polled data systens wll
generate a uni form and constant packet |oad on the network. Polled
architectures, however, have proven not to be scal able. Today, nost
vendors have devel oped event-based systens that pass data on event.
These systens are highly scal able and generate | ow data on the
network at quiescence. Unfortunately, the systens will generate a
heavy | oad on startup since all initial sensor data nust migrate to
the controller level. They also will generate a tenporary but heavy
| oad during firmvare upgrades. This latter |oad can normally be
mtigated by perform ng these downl oads during off-peak hours.

Devices will also need to reference peers periodically for sensor
data or to coordi nate operation across systens. Nornally, though

data will mgrate fromthe sensor |evel upwards through the |ocal and
area levels, and then to the supervisory level. Traffic bottlenecks
will typically format the funnel point fromthe area controllers to

the supervisory controllers.

Initial systemstartup after a controlled outage or unexpected power
failure puts tremendous stress on the network and on the routing
algorithms. A BM5S is conprised of a nyriad of control algorithnms at
the room area, zone, and enterprise |layers. Wen these contro
algorithms are at quiescence, the real-tine data rate is small, and
the network will not saturate. An overall network traffic |load of 6
kbit/s is typical at quiescence. However, upon any power |oss, the
control |oops and real -tine data quickly atrophy. A short power

di sruption of only 10 mi nutes may have a | ong-term del eterious inpact
on the building control systems, taking many hours to regain proper
control. Control applications that cannot handle this |evel of

di sruption (e.g., hospital operating roons) nmust be fitted with a
secondary power source

Power disruptions are unexpected and in nost cases will inmrediately
i mpact |ines-powered devices. Power disruptions, however, are
transparent to battery-powered devices. These devices will continue
to attenpt to access the LLN during the outage. Battery-powered
devi ces designed to buffer data that has not been delivered wll
further stress network operations when power returns.

Upon restart, |ines-powered devices will naturally dither due to
primary equi pnent del ays or variance in the device self-tests.
However, nost |ines-powered devices will be ready to access the LLN

network within 10 seconds of power-up. Enpirical testing indicates
that routes acquired during startup will tend to be very oblique
since the avail abl e neighbor lists are inconplete. This demands an
adaptive routing protocol to allow for route optinization as the
network stabilizes.
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5.

5.

5.

5.

Bui | di ng Aut onati on Routing Requirenents

Fol I owi ng are the building autonmation routing requirements for
networks used to integrate building sensor, actuator, and contro
products. These requirements are witten not presum ng any

pr eordai ned network topol ogy, physical nedia (wired), or radio
technol ogy (wrel ess).

1. Device and Network Commi ssioni ng

Bui |l ding control systens typically are installed and tested by

el ectricians having little conputer know edge and no network

conmuni cati on know edge what soever. These systens are often
installed during the building construction phase, before the drywall
and ceilings are in place. For new construction projects, the

buil ding enterprise IP network is not in place during installation of
the building control system For retrofit applications, the
installer will still operate independently fromthe IP network so as
not to affect network operations during the installation phase.

In traditional wired systens, correct operation of a |ight
switch/ballast pair was as sinple as flipping on the |light swtch.
In wireless applications, the tradesperson has to assure the sane
operation, yet be sure the operation of the light switch is

associ ated with the proper ball ast.

System | evel conmissioning will later be depl oyed using a nore
conput er savvy person with access to a conmi ssioning device (e.g., a
| aptop conmputer). The conpletely installed and comm ssi oned
enterprise |P network may or may not be in place at this tine.

Foll owing are the installation routing requirenents.

1.1. Zero-Configuration Installation

It MJUST be possible to fully comm ssion network devices w thout
requiring any additional conm ssioning device (e.g., a laptop). From
the ROLL perspective, "zero configuration" neans that a node can
obtain an address and join the network on its own, without human

i ntervention.

1.2. Local Testing

During installation, the roomsensors, actuators, and controllers
SHOULD be able to route packets anobngst thensel ves and to any other
device within the LLN, wi thout requiring any additional routing
infrastructure or routing configuration.
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5.1.3. Device Repl acenent

To elimnate the need to reconfigure the application upon replacing a
failed device in the LLN, the replaced device nmust be able to
advertise the old I P address of the failed device in addition to its
new | P address. The routing protocols MJST support hosts and routers
that advertise multiple |IPv6 addresses.

5.2. Scalability

Bui |l ding control systens are designed for facilities from 50,000 sg.
ft. to 1M+ sg. ft. The networks that support these systens nust
cost-effectively scale accordingly. |In larger facilities,
installation nay occur simultaneously on various wi ngs or floors, yet
the end system nmust seam essly nmerge. Following are the scalability
requi renents.

5.2.1. Network Domain

The routing protocol MJST be able to support networks with at |east
2,000 nodes, where 1,000 nodes would act as routers and the other
1, 000 nodes woul d be hosts. Subnetworks (e.g., rooms, primary

equi pment) within the network nust support up to 255 sensors and/or
actuators.

5.2.2. Peer-to-Peer Communi cation

The data domain for conmercial BMSs may sprawl across a vast portion
of the physical domain. For exanple, a chiller may reside in the
facility's basement due to its size, yet the associated cooling
towers will reside on the roof. The cold-water supply and return

pi pes snake through all of the intervening floors. The feedback
control | oops for these systens require data from across the
facility.

A network device MUST be able to communicate in an end-to-end manner
with any other device on the network. Thus, the routing protoco
MUST provide routes between arbitrary hosts within the appropriate
admi ni strative donain.

5.3. Mbility

Most devices are affixed to walls or installed on ceilings within
buil di ngs. Hence, the nobility requirenents for comercial buildings
are few However, in wireless environnents, |ocation tracking of
occupants and assets is gaining favor. Asset-tracking applications,
such as tracking capital equipnent (e.g., wheelchairs) in nmedica
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facilities, require nonitoring nmovenment with granularity of a mnute;
however, tracking babies in a pediatric ward woul d require |atencies
| ess than a few seconds.

The foll owi ng subsections docunent the nobility requirenments in the
routing layer for nobile devices. Note, however, that nobility can
be i mpl emented at various |ayers of the system and the specific
requi renments depend on the chosen layer. For instance, sone devices
may not depend on a static |IP address and are capable of re-
establ i shing application-level conmunications when given a new | P
address. Alternatively, nobile IP may be used, or the set of routers
in a building may give an inpression of a buil ding-w de network and
all ow devices to retain their addresses regardl ess of where they are,
handl i ng routing between the devices in the background.

5.3.1. Mobile Device Requirements

To mnimze network dynam cs, nobile devices while in notion should
not be allowed to act as forwardi ng devices (routers) for other
devices in the LLN. Network configuration should all ow devices to be
configured as routers or hosts.

5.3.1.1. Device Mbility within the LLN

An LLN typically spans a single floor in a conmmercial building.
Mobi | e devices may nove within this LLN. For example, a wheel chair
may be noved from one roomon the floor to another roomon the sane
floor.

A nobil e LLN device that noves within the confines of the sane LLN
SHOULD re-establish end-to-end comrunication with a fixed device al so
in the LLNwithin 5 seconds after it ceases novenent. The LLN
networ k convergence tinme should be | ess than 10 seconds once the
nmobi | e devi ce stops novi ng.

5.3.1.2. Device Mbility across LLNs

A mobil e device may nove across LLNs, such as a wheel chair being
noved to a different floor

A nobil e device that noves outside of its original LLN SHOULD re-
establish end-to-end commnication with a fixed device also in the
new LLN wi thin 10 seconds after the npbile device ceases nobvenent.
The network convergence tine should be | ess than 20 seconds once the
nobi | e devi ce stops novi ng.
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5.4. Resource Constrained Devices

Sensi ng and actuator device processing power and nenory nmay be 4
orders of magnitude less (i.e., 10,000x) than nmany nore traditiona
client devices on an |IP network. The routing nechani sns nust
therefore be tailored to fit these resource constrained devices.

5.4.1. Limted Menory Footprint on Host Devices

The software size requirenment for non-routing devices (e.g., sleeping
sensors and actuators) SHOULD be inplementable in 8-bit devices with
no nore than 128 KB of nenory.

5.4.2. Limted Processing Power for Routers

The software size requirenments for routing devices (e.g., room
control l ers) SHOULD be inplenentable in 8-bit devices with no nore
than 256 KB of flash nenory.

5.4.3. Sl eeping Devices

Sensing devices will, in some cases, utilize battery power or energy
harvesting techni ques for power and will operate nostly in a sleep
node to maintain power consunption within a nodest budget. The
routing protocol MJST take into account device characteristics such
as power budget.

Typi cally, sensor battery life (2,000 mAh) needs to extend for at

| east 5 years when the device is transmitting its data (200 octets)
once per mnute over a | ow power transceiver (25 md) and expecting an
applicati on acknow edgnent. |In this case, the transmtting device
nust | eave its receiver in a high-powered state, awaiting the return
of the application ACK. To minimze this latency, a highly efficient
routing protocol that mninizes hops, and hence end-to-end

conmuni cation, is required. The routing protocol MJST take into
account node properties, such as "l ow powered node", that produce
efficient lowlatency routes that mnimze radio "on" tine for these
devi ces.

Sl eepi ng devices MUST be able to receive inbound data. Messages sent
to battery-powered nodes MIJST be buffered by the | ast-hop router for
a period of at l|east 20 seconds when the destination node is
currently in its sleep cycle.
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5.5. Addressing

Bui | di ng managenent systens require different conmunication schenes
to solicit or post network information. Milticasts or anycasts need
to be used to deci pher unresolved references within a device when the
device first joins the network.

As with any network communi cation, multicasting should be m nimzed.
This is especially a problemfor small enbedded devices with linited
networ k bandwi dth. Milticasts are typically used for network joins
and application binding in enbedded systens. Routing MJST support
anycast, unicast, and nulticast.

5.6. Manageability

As previously noted in Section 3.3, installation of LLN devices
within a BVMS foll ows an "outside-in" work flow. Edge devices are
installed first and tested for comuni cation and application
integrity. These devices are then aggregated into islands, then
LLNs, and later affixed onto the enterprise network.

The need for diagnostics nost often occurs during the installation
and comm ssioni ng phase, although at times diagnostic information may
be requested during nornmal operation. Battery-powered wreless
devices typically will have a self-diagnostic nbde that can be
initiated via a button press on the device. The device will display
its link status and/or end-to-end connectivity when the button is
pressed. Lines-powered devices will continuously display

conmuni cati on status via a bank of LEDs, possibly denoting signa
strength and end-to-end application connectivity.

The | ocal diagnostics noted above oftentinmes are suitable for
defining roomlevel networks. However, as these devices aggregate,
system | evel diagnostics may need to be executed to aneliorate route
vacill ation, excessive hops, comunication retries, and/or network
bott| enecks.

In operational networks, due to the nmission-critical nature of the

application, the LLN devices will be tenmporally nonitored by the
hi gher layers to assure that conmunication integrity is maintained.
Failure to maintain this comunication will result in an al arm being

forwarded to the enterprise network fromthe nonitoring node for
anal ysis and renedi ati on.
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In addition to the initial installation and comm ssioning of the
system it is equally inportant for the ongoi ng mai ntenance of the
systemto be sinple and inexpensive. This inplies a straightforward
devi ce swap when a failed device is replaced, as noted in Section
5.1.3.

5.6.1. Diagnostics

To i nprove di agnostics, the routing protocol SHOULD be able to be

pl aced in and out of "verbose" nbde. Verbose node is a temporary
debuggi ng node that provides additional communication informtion

i ncluding, at least, the total nunber of routed packets sent and
recei ved, the nunber of routing failures (no route avail abl e),

nei ghbor table nenbers, and routing table entries. The data provided
in verbose nmode shoul d be sufficient that a network connection graph
could be constructed and nmai ntai ned by the nonitoring node.

Di agnostic data should be kept by the routers continuously and be
avail able for solicitation at any tine by any other node on the
internetwork. Verbose node will be activated/ deactivated via

uni cast, multicast, or other means. Devices having avail able
resources may el ect to support verbose node conti nuously.

5.6.2. Route Tracking

Rout e di aghosti cs SHOULD be supported, providing information such as
route quality, number of hops, and available alternate active routes
with associated costs. Route quality is the relative measure of
"goodness” of the selected source to destination route as conpared to
alternate routes. This conposite value may be neasured as a function
of hop count, signal strength, avail able power, existing active
routes, or any other criteria deemed by ROLL as the route cost

di fferentiator.

5.7. Route Sel ection

Route selection deternines reliability and quality of the

conmuni cati on anong the devices by optimnizing routes over tinme and
resol ving any nuances devel oped at system startup when nodes are
asynchronously addi ng thensel ves to the network.

5 7.1. Rout e Cost

The routing protocol MJST support a nmetric of route quality and
optim ze selection according to such metrics within constraints
established for links along the routes. These metrics SHOULD refl ect
metrics such as signal strength, avail abl e bandw dth, hop count,
energy availability, and comunication error rates.
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5.7.2. Route Adaptation

Conmruni cati on routes MJST be adaptive and converge toward optinmality
of the chosen nmetric (e.g., signal quality, hop count) in tinme.

5.7.3. Route Redundancy

The routing | ayer SHOULD be configurable to allow secondary and
tertiary routes to be established and used upon failure of the
primary route.

5.7.4. Route Discovery Tine

M ssion-critical commercial applications (e.qg., fire, security)
require reliable comunicati on and guaranteed end-to-end delivery of
all nessages in a tinely fashion. Application-Ilayer time-outs mnust
be selected judiciously to cover anonal ous conditions such as | ost
packets and/or route discoveries, yet not be set too large to over-
danp the network response. |If route discovery occurs during packet
transm ssion time (reactive routing), it SHOULD NOT add nore than 120
nms of |latency to the packet delivery tine.

5.7.5. Route Preference

The routing protocol SHOULD all ow for the support of nanually
configured static preferred routes.

5.7.6. Real -Tinme Performance Measures

A node transmitting a "request with expected reply" to another node
nust send the nessage to the destination and receive the response in
not nmore than 120 ns. This response tine should be achievable with 5
or less hops in each direction. This requirenment assunes network

qui escence and a negligible turnaround tine at the destination node.

5.7.7. Prioritized Routing

Net wor k and application packet routing prioritization nust be
supported to assure that nission-critical applications (e.g., fire
detection) cannot be deferred while less critical applications access
the network. The routing protocol MJST be able to provide routes
with different characteristics, also referred to as Quality of
Service (QS) routing
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5.8. Security Requirenents

This section sets forth specific requirenents that are placed on any
protocol s devel oped or used in the ROLL building environment, in
order to ensure adequate security and retain suitable flexibility of
use and function of the protocol

Due to the variety of buildings and tenants, the BMSs nust be
conpl etely configurable on-site.

Due to the quantity of the BMS devices (thousands) and their
i naccessibility (oftentinmes above ceilings), security configuration
over the network is preferred over |ocal configuration

Wreless encryption and device authentication security policies need
to be considered in comrercial buildings, while keeping in mnd the
i mpact on the limted processing capabilities and additional |atency
incurred on the sensors, actuators, and controllers.

BMSs are typically highly configurable in the field, and hence the
security policy is nost often dictated by the type of building to
which the BMS is being installed. Single-tenant owner-occupied

of fice buildings installing Iighting or HVAC control are candi dates
for inplementing a low |l evel of security on the LLN, especially when
the LLN is not connected to an external network. Antithetically,
mlitary or pharmaceutical facilities require strong security
policies. As noted in the installation procedures described in
Sections 3.3 and 5.2, security policies MIST support dynam c
configuration to allow for a low | evel of security during the
installation phase (prior to building occupancy, when it may be
appropriate to use only diagnostic |levels of security), yet to make
it possible to easily raise the security |evel network-w de during
t he conmi ssi oni ng phase of the system

5.8.1. Building Security Use Case
LLNs for commercial building applications should always inplenent and
use encrypted packets. However, depending on the state of the LLN
the security keys may either be:

1) a key obtained froma trust center already operable on the LLN

2) a pre-shared static key as defined by the general contractor or
its designee; or

3) a well-known default static key.
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Unl ess a node entering the network had previously received its
credentials fromthe trust center, the entering node will try to

solicit the trust center for the network key. |If the trust center is
accessible, the trust center will MAC-authenticate the entering node
and return the security keys. |If the trust center is not avail abl e,

the entering node will check to determine if it has been given a
network key by an off-band neans and use it to access the network.
If no network key has been configured in the device, it will revert
to the default network key and enter the network. |f neither of
these keys were valid, the device would signal via a fault LED

Thi s approach would all ow for independent sinplified comm ssioning,
yet centralized authentication. The building owner or building type
woul d then dictate when the trust center would be deployed. In many
cases, the trust center need not be deployed until all of the loca
room conmmi ssioning is complete. Yet, at the province of the owner,
the trust center may be depl oyed fromthe onset, thereby trading
installation and commissioning flexibility for tighter security.

5.8.2. Authentication

Aut henti cati on SHOULD be optional on the LLN. Authenticati on SHOULD
be fully configurable on-site. Authentication policy and updates
MUST be routable over-the-air. Authentication SHOULD occur upon
joining or rejoining a network. However, once authenticated, devices
SHOULD NOT need to reauthenticate with any other devices in the LLN
Packets may need authentication at the source and destinati on nodes;
however, packets routed through intermedi ate hops should not need
reaut hentication at each hop.

These requirenments nean that at | east one LLN routing protoco
solution specification MJST include support for authentication

5.8.3. Encryption
5.8.3.1. Encryption Types

Data encryption of packets MJST be supported by all protocol solution
specifications. Support can be provided by use of a network-w de key
and/ or an application key. The network key would apply to al

devices in the LLN. The application key would apply to a subset of
devices in the LLN

The network key and applicati on key would be nutually exclusive. The
routi ng protocol MJST allow routing a packet encrypted with an
application key through forwarding devices wi thout requiring each
node in the route to have the application key.
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5.8.3.2. Packet Encryption

The encryption policy MJIST support either encryption of the payl oad
only or of the entire packet. Payload-only encryption would
elimnate the decryption/re-encryption overhead at every hop
providing nore real -tine perfornmance.

5.8.4. Disparate Security Policies

Due to the linmted resources of an LLN, the security policy defined
within the LLN MUST be able to differ fromthat of the rest of the IP
network within the facility, yet packets MJST still be able to route
to or through the LLN fromto these networks.

5.8.5. Routing Security Policies to Sl eeping Devices

The routing protocol MJIST gracefully handle routing temporal security
updates (e.g., dynam c keys) to sl eeping devices on their "awake"
cycle to assure that sleeping devices can readily and efficiently
access the network.

6. Security Considerations

The requirenents placed on the LLN routing protocol in order to
provide the correct |level of security support are presented in
Section 5. 8.

LLNs deployed in a building environment may be entirely isolated from
ot her networks, attached to normal I P networks within the building
yet physically disjoint fromthe wi der Internet, or connected either
directly or through other IP networks to the Internet. Additionally,
even where no wired connectivity exists outside of the building, the
use of wireless infrastructure within the buil ding nmeans that

physi cal connectivity to the LLN is possible for an attacker

Therefore, it is inmportant that any routing protocol solution
designed to neet the requirenents included in this docunent addresses
the security features requirenents described in Section 5.8.

| mpl enment ati ons of these protocols will be required in the protoco
specifications to provide the | evel of support indicated in Section
5.8, and will be encouraged to make the support flexibly configurable

to enable an operator to nake a judgment of the |evel of security
that they want to deploy at any tine.

As noted in Section 5.8, use/deploynment of the different security
features is intended to be optional. This means that, although the
prot ocol s devel oped nmust conformto the requirenents specified, the
operator is free to determine the level of risk and the trade-offs
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agai nst performance. An inplenentation nmust not nake those choices
on behal f of the operator by avoiding inplenenting any nmandatory-t o-
i mpl ement security features.

This informational requirenments specification introduces no new
security concerns.
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Appendi x A, Additional Building Requirenents
Appendi x A contains additional building requirenents that were deened
out of scope for ROLL, yet provided ancillary substance for the
r eader.

A. 1. Additional Commrercial Product Requirenents

A1.1. Wred and Wrel ess | nplenentations
Vendors will likely not devel op a separate product line for both
wired and wirel ess networks. Hence, the solutions set forth nust
support both wired and wi rel ess inplenmentations.

A 1.2, Wrld-Wde Applicability
Wrel ess devices must be supportable unlicensed bands.

A.2. Additional Installation and Comm ssi oni ng Requirenents

A.2.1. Unavailability of an I P Network
Product conm ssioning nmust be perforned by an application engi neer
prior to the installation of the IP network (e.g., switches, routers,
DHCP, DNS).

A. 3. Additional Network Requirenents

A . 3.1. TCP/ UDP
Connecti on-based and connectionl ess services must be supported.

A 3.2. Interference Mtigation
The network must automatically detect interference and seam essly
switch the channel to inprove communi cation. Channel changes, and

the nodes’ responses to a given channel change, nust occur wthin 60
seconds.
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A . 3.3. Packet Reliability

In building automation, it is required that the network neet the
following minimumecriteria:

<1% MAC-|l ayer errors on all nessages, after no nore than three
retries;

<0.1% networ k-1l ayer errors on all messages, after no nore than three
additional retries;

<0.01% application-layer errors on all nessages.

Therefore, application-layer nmessages will fail no nmore than once
every 100, 000 nessages.

A.3.4. Merging Comm ssioned |slands
Subsystens are conm ssioned by vari ous vendors at various tines
during building construction. These subnetworks nust seani essly
nmerge into networks and networks must seam essly merge into
i nternetworks since the end user wants a holistic view of the system
A.3.5. Adjustable Routing Table Sizes
The routing protocol must all ow constrai ned nodes to hold an
abbrevi ated set of routes. That is, the protocol should not nandate
that the node routing tables be exhaustive.
A . 3.6. Automatic Gain Control
For wireless inplenentations, the device radios should incorporate
automatic transnmit power regulation to maxi m ze packet transfer and
m ni mze network interference, regardl ess of network size or density.
A.3.7. Device and Network Integrity
Conmer ci al - bui | di ng devices nust all be periodically scanned to
assure that each device is viable and can comruni cate data and al arm
i nformati on as needed. Routers should naintain previous packet flow
information tenporally to minimze overall network overhead.
A. 4. Additional Performance Requirenents
A 4.1. Data Rate Perfornance

An effective data rate of 20 kbit/s is the | owest acceptable
operational data rate on the network.
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A 4.2. Firmvare Upgrades

To support hi gh-speed code downl oads, routing should support
transports that provide parallel downloads to targeted devices, yet
guar ant ee packet delivery. In cases where the spatial position of
the devices requires nultiple hops, the algorithm should recurse
through the network until all targeted devices have been serviced.
Devi ces receiving a downl oad may cease normal operation, but upon
conpl etion of the downl oad nmust automatically resume norna
operation.

A . 4.3. Route Persistence
To elimnate high network traffic in power-fail or brown-out
condi tions, previously established routes should be remenbered and

i nvoked prior to establishing new routes for those devices re-
entering the network.
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