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1. Introduction

An increasingly inportant feature of networking equipnment is the
rapi d detection of conmunication failures between adjacent systens,
in order to nmore quickly establish alternative paths. Detection can
cone fairly quickly in certain circunstances when data |ink hardware
cones into play (such as Synchronous Optical Network (SONET) al armns).
However, there are nedia that do not provide this kind of signaling
(such as Ethernet), and some nedia may not detect certain kinds of
failures in the path, for exanple, failing interfaces or forwarding
engi ne conponents.

Net wor ks use rel atively slow "Hell o" mechani sms, usually in routing
protocols, to detect failures when there is no hardware signaling to
help out. The tinme to detect failures ("Detection Tines") avail able
in the existing protocols are no better than a second, which is far
too long for some applications and represents a great deal of |ost
data at gigabit rates. Furthermore, routing protocol Hellos are of
no hel p when those routing protocols are not in use, and the
semantics of detection are subtly different -- they detect a failure
in the path between the two routing protocol engines.

The goal of Bidirectional Forwarding Detection (BFD) is to provide
| ow over head, short-duration detection of failures in the path

bet ween adj acent forwardi ng engines, including the interfaces, data
link(s), and, to the extent possible, the forwardi ng engi nes

t hensel ves.

An additional goal is to provide a single mechanismthat can be used
for liveness detection over any nedia, at any protocol |ayer, with a
wi de range of Detection Tinmes and overhead, to avoid a proliferation
of different nethods.

Thi s docunent specifies the details of the base protocol. The use of

some mechani snms are applicati on dependent and are specified in a
separate series of application docunents. These issues are so noted.
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Not e that nmany of the exact nechanisns are inplenentati on dependent
and will not affect interoperability, and are thus outside the scope
of this specification. Those issues are so noted.

1.1. Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [ KEYWORDS] .

2. Design

BFD is designed to detect failures in comunication with a forwarding
pl ane next hop. It is intended to be inplenented in sone conponent
of the forwardi ng engi ne of a system in cases where the forwarding
and control engines are separated. This not only binds the protoco
nore to the forwardi ng pl ane, but decoupl es the protocol fromthe
fate of the routing protocol engine, naking it useful in concert with
various "graceful restart"” nmechanisns for those protocols. BFD may
al so be inplenmented in the control engine, though doing so nay

precl ude the detection of sone kinds of failures.

BFD operates on top of any data protocol (network |ayer, |ink |ayer,
tunnels, etc.) being forwarded between two systens. It is always
run in a unicast, point-to-point node. BFD packets are carried as
the payl oad of whatever encapsul ating protocol is appropriate for the
medi um and network. BFD may be running at nultiple layers in a
system The context of the operation of any particul ar BFD session
is bound to its encapsul ation

BFD can provide failure detection on any kind of path between

systens, including direct physical links, virtual circuits, tunnels,
MPLS Label Switched Paths (LSPs), nultihop routed paths, and
unidirectional links (so long as there is sone return path, of

course). Miltiple BFD sessions can be established between the same
pair of systens when nultiple paths between themare present in at

| east one direction, even if a | esser nunber of paths are avail able
in the other direction (nultiple parallel unidirectional |inks or
MPLS LSPs, for exanple).

The BFD state nachine inplenents a three-way handshake, both when

establ i shing a BFD session and when tearing it down for any reason
to ensure that both systens are aware of the state change.

Katz & ward St andards Track [ Page 4]



RFC 5880 Bi di recti onal Forwardi ng Detection June 2010

BFD can be abstracted as a sinple service. The service primtives
provided by BFD are to create, destroy, and nodify a session, given
the destination address and ot her paranmeters. BFD in return provides
a signal to its clients indicating when the BFD sessi on goes up or
down.

3. Protocol Overview

BFD is a sinple Hello protocol that, in many respects, is sinmlar to
the detection conponents of well-known routing protocols. A pair of
systens transmt BFD packets periodically over each path between the
two systens, and if a system stops receiving BFD packets for |ong
enough, some conponent in that particular bidirectional path to the
nei ghboring systemis assunmed to have failed. Under sone conditions,
systens may negotiate not to send periodic BFD packets in order to
reduce over head.

A path is only declared to be operational when two-way communication
has been established between systens, though this does not preclude
the use of unidirectional |inks.

A separate BFD session is created for each conmuni cations path and
data protocol in use between two systens.

Each system estimates how quickly it can send and recei ve BFD packets
in order to come to an agreenent with its nei ghbor about how rapidly
detection of failure will take place. These estinmates can be
nodified in real time in order to adapt to unusual situations. This
design also allows for fast systens on a shared mediumw th a sl ow
systemto be able to nore rapidly detect failures between the fast
systens while allowi ng the slow systemto participate to the best of
its ability.

3.1. Addressing and Session Establishnent

A BFD session is established based on the needs of the application
that will be nmaking use of it. It is up to the application to
deternmi ne the need for BFD, and the addresses to use -- there is no
di scovery nmechanismin BFD. For exanple, an OSPF [ CSPF]

i mpl enentati on may request a BFD session to be established to a

nei ghbor di scovered using the OSPF Hell o protocol

3.2. (Qperating Modes
BFD has two operating nodes that may be selected, as well as an

addi tional function that can be used in conbination with the two
nodes.
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The primary node is known as Asynchronous nmode. |n this node, the
systens periodically send BFD Control packets to one another, and if
a nunmber of those packets in a row are not received by the other
system the session is declared to be down.

The second mode is known as Demand mode. In this node, it is assuned
that a system has an i ndependent way of verifying that it has
connectivity to the other system Once a BFD session is established,
such a system nay ask the other systemto stop sending BFD Contro
packets, except when the systemfeels the need to verify connectivity
explicitly, in which case a short sequence of BFD Control packets is
exchanged, and then the far system qui esces. Demand node may operate
i ndependently in each direction, or simultaneously.

An adj unct to both nodes is the Echo function. Wen the Echo
function is active, a stream of BFD Echo packets is transmitted in
such a way as to have the other system | oop them back through its
forwarding path. |[|f a nunber of packets of the echoed data stream
are not received, the session is declared to be dowmn. The Echo
function nmay be used with either Asynchronous or Demand node. Since
the Echo function is handling the task of detection, the rate of
periodi c transm ssion of Control packets may be reduced (in the case
of Asynchronous node) or elimnated conpletely (in the case of Demand
node) .

Pure Asynchronous node is advantageous in that it requires half as
many packets to achieve a particular Detection Tine as does the Echo
function. 1t is also used when the Echo function cannot be supported
for sone reason.

The Echo function has the advantage of truly testing only the
forwarding path on the renote system This may reduce round-trip
jitter and thus allow nore aggressive Detection Tinmes, as well as
potentially detecting some classes of failure that m ght not

ot herwi se be det ect ed.

The Echo function may be enabled individually in each direction. It
is enabled in a particular direction only when the systemthat |oops
the Echo packets back signals that it will allowit, and when the
systemthat sends the Echo packets decides it w shes to.

Demand node is useful in situations where the overhead of a periodic
protocol m ght prove onerous, such as a systemw th a very |arge
nunber of BFD sessions. It is also useful when the Echo function is
bei ng used symmetrically. Demand node has the di sadvantage that
Detection Times are essentially driven by the heuristics of the
system i npl ementati on and are not known to the BFD protocol. Demand
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node nay not be used when the path round-trip ti
the desired Detection Tine, or the protocol will
properly. See section 6.6 for nore details.

ne is greater than
fail

a to work

4. BFD Control Packet Fornat
4.1. Ceneric BFD Control Packet Format

BFD Control packets are sent in an encapsul ati on appropriate to the
environnent. The specific encapsulation is outside of the scope of
this specification. See the appropriate application docunent for
encapsul ati on details.

The BFD Control packet has a Mandatory Section and an opti onal
Aut hentication Section. The format of the Authentication Section, if
present, is dependent on the type of authentication in use.

The Mandatory Section of a BFD Control packet has the follow ng
format:

0 1 2 3

01234567890123456789012345678901
B s i S i I i S S S i i
| Vers | Diag | Sta| PIF|CJAIDIM Detect Mult | Lengt h |
e s i i S e i T o ok i N
| My Di scri m nator |
e  E C kR el T S R e e e ok
| Your Discrim nator |
B s i S i I i S S S i i
| Desired Mn TX Interval |
e s S i e S e e  t ik ok S R SR S S
| Required M n RX Interval |
T Lk e e T e S e ih ik S SR TR R S
| Required M n Echo RX Interval |
B s i S i I i S S S i i

An optional Authentication Section MAY be present:

0 1 2 3
01234567890123456789012345678901
B s i S i I i S S S i i
| Aut h Type | Aut h Len | Aut hentication Data... |
s S S o T i i S S i (i

Versi on (Vers)

The version nunber of the protocol. This docunent defines
protocol version 1.
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Di agnostic (Di ag)

A di agnostic code specifying the |Iocal system s reason for the
| ast change in session state. Values are:

-- No Diagnostic

-- Control Detection Tinme Expired
-- Echo Function Fail ed

-- Nei ghbor Signal ed Sessi on Down
Forwar di ng Pl ane Reset

-- Pat h Down

-- Concat enat ed Pat h Down

-- Adm nistratively Down

-- Reverse Concatenated Path Down
-- Reserved for future use

RPO~NOOIRAWNEO
1
1

e
w

This field allows renmpte systens to determ ne the reason that the
previ ous session failed, for exanple.

State (Sta)

The current BFD session state as seen by the transmitting system
Val ues are:

0 -- Adm nDown
1 -- Down

2 -- Init

3 -- U

Pol |l (P)
If set, the transmitting systemis requesting verification of
connectivity, or of a parameter change, and is expecting a packet
with the Final (F) bit inreply. |If clear, the transmtting
systemis not requesting verification.

Final (F)
If set, the transmitting systemis responding to a received BFD

Control packet that had the Poll (P) bit set. |If clear, the
transmtting systemis not responding to a Poll.
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Control Pl ane | ndependent (C)

If set, the transmitting systemi s BFD i npl enentati on does not
share fate with its control plane (in other words, BFD is

i mpl enented in the forwarding plane and can continue to function
through disruptions in the control plane). |If clear, the
transmtting systemis BFD i npl enentation shares fate with its
control plane.

The use of this bit is application dependent and is outside the
scope of this specification. See specific application
specifications for details.

Aut henti cation Present (A)

If set, the Authentication Section is present and the session is
to be authenticated (see section 6.7 for details).

Demand (D)
If set, Demand node is active in the transmtting system(the
system wi shes to operate in Demand node, knows that the session is
Up in both directions, and is directing the renpte systemto cease

the periodic transm ssion of BFD Control packets). |If clear,
Demand node is not active in the transmitting system

Mul tipoint (M

This bit is reserved for future point-to-multipoint extensions to
BFD. It MJST be zero on both transmit and receipt.

Det ect Mult
Detection time nultiplier. The negotiated transmit interval,
multiplied by this value, provides the Detection Time for the
recei ving systemin Asynchronous node.

Lengt h
Length of the BFD Control packet, in bytes.

My Di scrim nator
A uni que, nonzero discrimnator value generated by the

transmtting system used to denultiplex multiple BFD sessions
bet ween the sanme pair of systens.
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Your Discrimn nator

The di scrimnator received fromthe correspondi ng renote system
This field reflects back the received value of My Discrimn nator
or is zero if that value is unknown.

Desired Mn TX Interva
This is the mininuminterval, in mcroseconds, that the |oca
systemwould like to use when transnitting BFD Control packets,
less any jitter applied (see section 6.8.2). The value zero is
reserved.

Required Mn RX Interva

This is the mnimuminterval, in mcroseconds, between received
BFD Control packets that this systemis capabl e of supporting,
less any jitter applied by the sender (see section 6.8.2). |If

this value is zero, the transmtting system does not want the
renote systemto send any periodi c BFD Control packets.

Required M n Echo RX Interva

This is the minimuminterval, in mcroseconds, between received
BFD Echo packets that this systemis capabl e of supporting, |ess
any jitter applied by the sender (see section 6.8.9). |If this

value is zero, the transnitting system does not support the
recei pt of BFD Echo packets.

Auth Type
The authentication type in use, if the Authentication Present (A)
bit is set.

0 - Reserved

1 - Sinple Password

2 - Keyed M5

3 - Meticul ous Keyed MD5

4 - Keyed SHAL

5 - Meticul ous Keyed SHA1

6- 255 - Reserved for future use

Aut h Len

The length, in bytes, of the authentication section, including the
Auth Type and Auth Len fields.
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4. 2.

Kat

Si npl e Password Aut hentication Section Format

If the Authentication Present (A) bit is set in the header, and the
Aut hentication Type field contains 1 (Sinple Password), the
Aut henti cation Section has the follow ng format:

0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R
| Aut h Type | Auth Len | Auth Key ID | Password... |
B s i S i I i S S S i i
|
+-

e I T S

Aut h Type

The Authentication Type, which in this case is 1 (Sinple
Passwor d) .

Aut h Len

The I ength of the Authentication Section, in bytes. For Sinple
Password aut hentication, the length is equal to the password
| ength plus three.

Auth Key ID

The authentication key IDin use for this packet. This allows
mul tiple keys to be active simnultaneously.

Passwor d

The sinple password in use on this session. The password is a
bi nary string, and MJST be from1l to 16 bytes in length. The
password MJUST be encoded and configured according to section
6.7.2.

Keyed MD5 and Meticul ous Keyed MD5 Aut hentication Section Format
The use of MD5-based authentication is strongly di scouraged.
However, it is documented here for conmpatibility with existing

i npl enent ati ons.

If the Authentication Present (A) bit is set in the header, and the

Aut hentication Type field contains 2 (Keyed MD5) or 3 (Meticul ous
Keyed MD5), the Authentication Section has the follow ng fornat:
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0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R
| Aut h Type | Auth Len | Auth Key ID | Reser ved |
B s i S i I i S S S i i

| Sequence Nunber
e s S i e S S  th o i R SR S
| Aut h Key/Di gest. ..
ok SR ol T o e ik i i ol S N R
I
+-

I T S S S S T T S S il Sy S S

Auth Type

The Aut hentication Type, which in this case is 2 (Keyed MD5) or 3
(Meticul ous Keyed MD5).

Aut h Len

The I ength of the Authentication Section, in bytes. For Keyed MD5
and Meticul ous Keyed MD5 aut hentication, the length is 24.

Auth Key ID

The authentication key IDin use for this packet. This allows
nmul tiple keys to be active simnultaneously.

Reser ved
This byte MJUST be set to zero on transnmit, and ignored on receipt.
Sequence Number
The sequence number for this packet. For Keyed MD5
Aut hentication, this value is incremented occasionally. For
Meti cul ous Keyed MD5 Authentication, this value is increnented for
each successive packet transnmitted for a session. This provides
protection agai nst replay attacks.
Aut h Key/ Di gest
This field carries the 16-byte MD5 di gest for the packet. Wen
the digest is calculated, the shared MD5 key is stored in this

field, padded to 16 bytes with trailing zero bytes if needed. The
shared key MUST be encoded and configured to section 6.7.3.
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4. 4. Keyed SHALl and Meticul ous Keyed SHAl Aut hentication Section Fornat

If the Authentication Present (A) bit is set in the header, and the
Aut hentication Type field contains 4 (Keyed SHA1) or 5 (Meticul ous
Keyed SHA1), the Authentication Section has the follow ng format:

0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R
| Aut h Type | Auth Len | Auth Key ID | Reser ved |
B s i S i I i S S S i i

| Sequence Nunber
e s S i e S S  th o i R SR S
| Aut h Key/ Hash. ..
L R e T e e e i i NI R N R S
I
+-

I T S S S S T T S S il Sy S S

Auth Type

The Authentication Type, which in this case is 4 (Keyed SHAl) or 5
(Meticul ous Keyed SHA1L).

Aut h Len

The I ength of the Authentication Section, in bytes. For Keyed
SHA1 and Meticul ous Keyed SHA1l authentication, the length is 28.

Auth Key ID

The authentication key IDin use for this packet. This allows
mul tiple keys to be active sinultaneously.

Reser ved

This byte MJUST be set to zero on transmt and ignored on receinpt.
Sequence Number

The sequence number for this packet. For Keyed SHAl

Aut hentication, this value is incremented occasionally. For

Meti cul ous Keyed SHAL1 Aut hentication, this value is increnented

for each successive packet transnitted for a session. This
provi des protection against replay attacks.
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5.

6.

Aut h Key/ Hash

This field carries the 20-byte SHA1 hash for the packet. When the
hash is cal cul ated, the shared SHAl key is stored in this field,
padded to a length of 20 bytes with trailing zero bytes if needed.
The shared key MJST be encoded and configured to section 6.7.4.

BFD Echo Packet For nat

BFD Echo packets are sent in an encapsul ati on appropriate to the
environnent. See the appropriate application docunents for the
specifics of particular environnents.

The payl oad of a BFD Echo packet is a local matter, since only the
sendi ng system ever processes the content. The only requirenment is
that sufficient information is included to denultiplex the received
packet to the correct BFD session after it is |ooped back to the
sender. The contents are otherw se outside the scope of this

speci fication.

Sone form of authentication SHOULD be included, since Echo packets
may be spoof ed.

El emrents of Procedure

This section discusses the normative requirenments of the protocol in
order to achieve interoperability. It is inportant for inplenmentors
to enforce only the requirements specified in this section, as

m sgui ded pedantry has been proven by experience to affect

i nteroperability adversely.

Remenber that all references of the form"bfd. Xx" refer to interna
state variables (defined in section 6.8.1), whereas all references to
"the Xxx field" refer to fields in the protocol packets thensel ves
(defined in section 4).

1. Overview

A system may take either an Active role or a Passive role in session
initialization. A systemtaking the Active role MJST send BFD
Control packets for a particular session, regardl ess of whether it
has received any BFD packets for that session. A systemtaking the
Passi ve rol e MUST NOT begi n sendi ng BFD packets for a particular
session until it has received a BFD packet for that session, and thus
has | earned the renpte systenis discrimnator value. At |east one
system MJST take the Active role (possibly both). The role that a
systemtakes is specific to the application of BFD, and is outside
the scope of this specification
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A session begins with the periodic, slow transmni ssion of BFD Contro
packets. Wen bidirectional conmunication is achieved, the BFD
sessi on becones Up.

Once the BFD session is Up, a systemcan choose to start the Echo
function if it desires and the other systemsignals that it wll
allowit. The rate of transnission of Control packets is typically
kept | ow when the Echo function is active.

If the Echo function is not active, the transni ssion rate of Control
packets may be increased to a | evel necessary to achieve the
Detection Time requirenents for the session

Once the session is Up, a systemnay signal that it has entered
Demand node, and the transni ssion of BFD Control packets by the
renote system ceases. Oher neans of inplying connectivity are used
to keep the session alive. |If either systemw shes to verify

bi directional connectivity, it can initiate a short exchange of BFD
Control packets (a "Poll Sequence"; see section 6.5) to do so.

I f Demand node is not active, and no Control packets are received in
the cal cul ated Detection Tine (see section 6.8.4), the session is
declared Down. This is signaled to the renote end via the State
(Sta) field in outgoing packets.

If sufficient Echo packets are lost, the session is declared Down in
the sane manner. See section 6.8.5.

If Demand node is active and no appropriate Control packets are
received in response to a Poll Sequence, the session is declared Down
in the same nanner. See section 6.6.

If the session goes Down, the transmnission of Echo packets (if any)
ceases, and the transm ssion of Control packets goes back to the slow
rate.

Once a session has been declared Down, it cannot cone back up unti
the renote end first signals that it is down (by |eaving the Up
state), thus inplenmenting a three-way handshake.

A session MAY be kept administratively down by entering the Adm nDown

state and sendi ng an expl anatory di agnostic code in the D agnostic
field.
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6.2. BFD State Machi ne

The BFD state nachine is quite straightforward. There are three
states through which a session normally proceeds: two for
establishing a session (lnit and Up) and one for tearing down a
session (Down). This allows a three-way handshake for both session
est abl i shnent and session teardown (assuring that both systens are
aware of all session state changes). A fourth state (Adm nDown)

exi sts so that a session can be adninistratively put down
indefinitely.

Each system communicates its session state in the State (Sta) field
in the BFD Control packet, and that received state, in conbination
with the | ocal session state, drives the state machine.

Down state means that the session is down (or has just been created).
A session remains in Down state until the renpte system i ndicates
that it agrees that the session is down by sending a BFD Contro
packet with the State field set to anything other than Up. |If that
packet signals Down state, the session advances to Init state; if
that packet signals Init state, the session advances to Up state.
Semantically, Down state indicates that the forwarding path is
unavail abl e, and that appropriate actions should be taken by the
applications nonitoring the state of the BFD session. A system MAY
hold a session in Down state indefinitely (by sinply refusing to
advance the session state). This nmay be done for operational or
admini strative reasons, anong ot hers.

Init state neans that the renote systemis conmunicating, and the

| ocal systemdesires to bring the session up, but the renpte system
does not yet realize it. A session will remain in Init state unti
either a BFD Control Packet is received that is signaling Init or Up
state (in which case the session advances to Up state) or the
Detection Time expires, meaning that conmunication with the renote
system has been lost (in which case the session advances to Down
state).

Up state means that the BFD session has successfully been
established, and inplies that connectivity between the systenms is
wor ki ng. The session will remain in the Up state until either
connectivity fails or the session is taken down administratively. |If
either the renpte systemsignals Down state or the Detection Tine
expires, the session advances to Down state.
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Adm nDown state neans that the session is being held adnministratively
down. This causes the renpte systemto enter Down state, and renain
there until the local systemexits Adm nDown state. Adni nDown state
has no semantic inplications for the availability of the forwarding
pat h.

The foll owi ng di agram provi des an overvi ew of the state nachine.
Transitions invol ving Adm nDown state are deleted for clarity (but
are fully specified in sections 6.8.6 and 6.8.16). The notation on
each arc represents the state of the rempte system (as received in
the State field in the BFD Control packet) or indicates the
expiration of the Detection Tiner.

+- -+
| | UP, ADM N DOMN, TI MER
| V
DOMN  +------ + INT
S | [------------ +
| | DOWN | |
| S >| | <-------- +
|| Ho-o- - + ||
|| ||
| | ADM N DOWN, | |
| | ADM N DOWN, DOV, |
| | TI MER TI MER| |
vV | | V
S R + S R +
4o | | |-
DOMN| | INIT |-------mmmmmmmae - - - >| UP | [INIT, UP
+--- > | INIT, UP | | <---+
Fomm o + Fomm o +

6.3. Demultiplexing and the Discrimnator Fields

Since multiple BFD sessions may be runni ng between two systenms, there
needs to be a nmechani smfor demultiplexing received BFD packets to
the proper session.

Each system MJUST choose an opaque discrimnator value that identifies
each session, and which MJST be uni que anong all BFD sessions on the
system The local discrimnator is sent in the My D scrimnator
field in the BFD Control packet, and is echoed back in the Your
Discrimnator field of packets sent fromthe renote end.
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Once the renpte end echoes back the | ocal discrimnator, all further
recei ved packets are denultipl exed based on the Your Discrimnator
field only (which nmeans that, anong other things, the source address
field can change or the interface over which the packets are received
can change, but the packets will still be associated with the proper
session).

The nethod of denultiplexing the initial packets (in which Your
Discrimnator is zero) is application dependent, and is thus outside
the scope of this specification.

Note that it is pernmissible for a systemto change its discrimnator
during a session without affecting the session state, since only that
systemuses its discrimnator for derultiplexing purposes (by having
the other systemreflect it back). The inplications on an

i mpl enentati on for changing the discrimnator value is outside the
scope of this specification.

6.4. The Echo Function and Asynmetry

The Echo function can be run independently in each direction between
a pair of systens. For whatever reason, a system may advertise that
it iswlling to receive (and | oop back) Echo packets, but may not

wi sh to ever send any. The fact that a systemis sending Echo
packets is not directly signaled to the system | oopi ng them back

When a systemis using the Echo function, it is advantageous to
choose a sedate reception rate for Control packets, since |liveness
detection is being handled by the Echo packets. This can be
controll ed by manipulating the Required Mn RX Interval field (see
section 6.8.3).

If the Echo function is only being run in one direction, the system
not running the Echo function will nore likely wish to receive fairly
rapi d Control packets in order to achieve its desired Detection Timne.
Since BFD al | ows i ndependent transm ssion rates in each direction,
this is easily acconplished.

A system SHOULD ot herw se advertise the | owest value of Required Mn
RX Interval and Required Mn Echo RX Interval that it can under the
circunmstances, to give the other systemnore freedomin choosing its
transm ssion rate. Note that a systemis comitting to be able to
receive both streans of packets at the rate it advertises, so this
shoul d be taken into account when choosing the values to adverti se.
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6.5. The Poll Sequence

A Poll Sequence is an exchange of BFD Control packets that is used in
some circunmstances to ensure that the renpote systemis aware of

par anmeter changes. It is also used in Demand node (see section 6.6)
to validate bidirectional connectivity.

A Pol |l Sequence consists of a system sendi ng periodic BFD Contro
packets with the Poll (P) bit set. Wen the other systemreceives a
Poll, it inmrediately transnmits a BFD Control packet with the Fina
(F) bit set, independent of any periodic BFD Control packets it may
be sending (see section 6.8.7). Wen the system sendi ng the Pol
sequence receives a packet with Final, the Poll Sequence is

term nated, and any subsequent BFD Control packets are sent with the
Poll bit cleared. A BFD Control packet MJST NOT have both the Pol
(P) and Final (F) bits set.

I f periodic BFD Control packets are already being sent (the renote
systemis not in Denmand node), the Poll Sequence MJST be perforned by
setting the Poll (P) bit on those schedul ed periodic transm ssions;
addi ti onal packets MJST NOT be sent.

After a Poll Sequence is term nated, the systemrequesting the Pol
Sequence will cease the periodic transm ssion of BFD Control packets

if the rempte end is in Demand node; otherwise, it will return to the
periodic transni ssion of BFD Control packets with the Poll (P) bit
clear.

Typically, the entire sequence consists of a single packet in each
direction, though packet |osses or relatively |ong packet |atencies
may result in multiple Poll packets to be sent before the sequence
term nates.

6.6. Demand Mode

Demand node is requested i ndependently in each direction by virtue of
a systemsetting the Demand (D) bit in its BFD Control packets. The
systemreceiving the Demand bit ceases the periodic transm ssion of
BFD Control packets. |If both systens are operating in Denand node,
no periodic BFD Control packets will flow in either direction

Demand node requires that sone other mechanismis used to inply
continui ng connectivity between the two systenms. The nechani sm used
does not have to be the same in both directions, and is outside of
the scope of this specification. One possible nmechanismis the
receipt of traffic fromthe renote system another is the use of the
Echo functi on.
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When a systemin Denand nbde wi shes to verify bidirectiona
connectivity, it initiates a Poll Sequence (see section 6.5). If no
response is received to a Poll, the Poll is repeated until the
Detection Time expires, at which point the session is declared to be
Down. Note that if Demand node is operating only on the |oca

system the Poll Sequence is perforned by sinply setting the Poll (P)
bit in regular periodic BFD Control packets, as required by section
6. 5.

The Detection Tinme in Demand node is calculated differently than in
Asynchronous node; it is based on the transmt rate of the |oca
system rather than the transmt rate of the renote system This
ensures that the Poll Sequence mechani sm works properly. See section
6.8.4 for nore details.

Note that the Poll mechanismw ||l always fail unless the negotiated
Detection Time is greater than the round-trip time between the two
systens. Enforcenent of this constraint is outside the scope of this
speci fication.

Demand node MAY be enabl ed or disabled at any tine, independently in
each direction, by setting or clearing the Demand (D) bit in the BFD
Control packet, w thout affecting the BFD session state. Note that
the Demand bit MJUST NOT be set unless both systens perceive the
session to be Up (the local systemthinks the session is Up, and the
renote systemlast reported Up state in the State (Sta) field of the
BFD Control packet).

VWen the transmtted value of the Demand (D) bit is to be changed,
the transmtting system MUST initiate a Poll Sequence in conjunction
with changing the bit in order to ensure that both systens are aware
of the change.

I f Demand node is active on either or both systems, a Poll Sequence
MJST be initiated whenever the contents of the next BFD Contro
packet to be sent would be different than the contents of the

previ ous packet, with the exception of the Poll (P) and Final (F)
bits. This ensures that paraneter changes are transmtted to the
renote systemand that the renmpte system acknow edges these changes.

Because the underlying detection nmechanismis unspecified, and may

di ffer between the two systens, the overall Detection Tine
characteristics of the path will not be fully known to either system
The total Detection Tine for a particular systemis the sumof the
time prior to the initiation of the Poll Sequence, plus the

cal cul ated Detection Tine.
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Note that if Denmand node is enabled in only one direction, continuous
bi di rectional connectivity verification is lost (only connectivity in
the direction fromthe systemin Demand node to the other systemwl|
be verified). Resolving the issue of one systemrequesting Denand
node while the other requires continuous bidirectional connectivity
verification is outside the scope of this specification

6.7. Authentication

An optional Authentication Section MAY be present in the BFD Contro
packet. In its generic form the purpose of the Authentication
Section is to carry all necessary information, based on the

aut hentication type in use, to allow the receiving systemto
determne the validity of the received packet. The exact mechani sm
depends on the authentication type in use, but in general the
transmtting systemw |l put information in the Authentication

Section that vouches for the packet’s validity, and the receiving
systemw || exam ne the Authentication Section and either accept the
packet for further processing or discard it.

The sane authentication type, and any keys or other necessary

i nformation, obviously nust be in use by the two systens. The
negoti ati on of authentication type, key exchange, etc., are al
out side the scope of this specification and are expected to be
performed by neans outside of the protocol

Note that in the subsections below, to "accept" a packet neans only
that the packet has passed authentication; it may in fact be

di scarded for other reasons as described in the general packet
reception rules described in section 6.8.6.

| mpl ement ati ons supporting authenticati on MUST support both types of
SHA1 aut hentication. Oher forms of authentication are optional

6.7.1. Enabling and Di sabling Authentication

It may be desirable to enable or disable authentication on a session
wi t hout disturbing the session state. The exact nechani smfor doing
so is outside the scope of this specification. However, it is usefu
to point out some issues in supporting this mechanism

In a sinple inplenentation, a BFD session will fail when

authentication is either turned on or turned off, because the packet
acceptance rules essentially require the local and renote machines to
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do so in a nore or |less synchronized fashion (within the Detection
Tinme) -- a packet with authentication will only be accepted if
authentication is "in use" (and |ikew se packets wi thout

aut henti cation).

One possi bl e approach is to build an inplenentation such that

aut hentication is configured, but not considered "in use" until the
first packet containing a matching authentication section is received
(providing the necessary synchronization). Likew se, authentication
could be configured off, but still considered "in use" until the
recei pt of the first packet without the authentication section

In order to avoid security risks, inplenentations using this nethod
SHOULD only allow the authentication state to be changed at nobst once
wi t hout some form of intervention (so that authentication cannot be
turned on and off repeatedly sinply based on the recei pt of BFD
Control packets fromrenpte systens). Unless it is desired to enable
or disable authentication, an inplenentation SHOULD NOT all ow t he

aut hentication state to change based on the recei pt of BFD Contro
packets.

6.7.2. Sinple Password Authentication

The nost straightforward (and weakest) formof authentication is

Si npl e Password Authentication. In this nethod of authentication

one or nore Passwords (with corresponding Key IDs) are configured in
each system and one of these Password/ID pairs is carried in each BFD
Control packet. The receiving system accepts the packet if the
Password and Key I D matches one of the Password/ID pairs configured
in that system

Transm ssion Using Sinple Password Authentication

The currently sel ected password and Key ID for the session MJST be
stored in the Authentication Section of each outgoing BFD Contro
packet. The Auth Type field MIST be set to 1 (Sinple Password).
The Auth Len field MUST be set to the proper length (4 to 19

byt es) .

The password is a binary string, and MJUST be 1 to 16 bytes in
length. For interoperability, the managenent interface by which
the password is configured MJUST accept ASCI| strings, and SHOULD
also allow for the configuration of any arbitrary binary string in
hexadeci mal form Qher configuration nethods MAY be supported.
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6.

7.

Reception Using Sinple Password Aut hentication

If the received BFD Control packet does not contain an
Aut hentication Section, or the Auth Type is not 1 (Sinmple
Password), then the received packet MJST be di scarded.

If the Auth Key ID field does not match the ID of a configured
password, the received packet MJST be discarded.

If the Auth Len field is not equal to the |length of the password
sel ected by the key ID, plus three, the packet MJST be discarded.

If the Password field does not match the password sel ected by the
key 1D, the packet MJST be discarded.

O herwi se, the packet MJIST be accept ed.
3. Keyed MD5 and Meticul ous Keyed MD5 Aut hentication

The Keyed MD5 and Meticul ous Keyed MD5 Aut hentication nechanisns are
very sinmilar to those used in other protocols. In these nethods of
aut hentication, one or nore secret keys (w th correspondi ng key I Ds)
are configured in each system One of the keys is included in an MD5
[ MD5] digest calcul ated over the outgoing BFD Control packet, but the
Key itself is not carried in the packet. To help avoid replay
attacks, a sequence nunber is also carried in each packet. For Keyed
MD5, the sequence nunber is occasionally increnented. For Meticul ous
Keyed MD5, the sequence nunber is increnented on every packet.

The receiving system accepts the packet if the key I D natches one of
the configured Keys, an MD5 digest including the selected key matches
that carried in the packet, and the sequence nunber is greater than
or equal to the last sequence nunber received (for Keyed MD5), or
strictly greater than the |ast sequence number received (for
Meti cul ous Keyed ND5).

Transm ssion Usi ng Keyed MD5 and Meti cul ous Keyed MD5 Aut hentication

The Auth Type field MIUST be set to 2 (Keyed MD5) or 3 (Meticul ous
Keyed MD5). The Auth Len field MJST be set to 24. The Auth Key
IDfield MIST be set to the ID of the current authentication key.
The Sequence Nunber field MJST be set to bfd. Xm t Aut hSeq.

The authentication key value is a binary string of up to 16 bytes,
and MUST be placed into the Auth Key/Digest field, padded with
trailing zero bytes as necessary. For interoperability, the
managemnment interface by which the key is configured MIUST accept
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ASCI | strings, and SHOULD al so allow for the configuration of any
arbitrary binary string in hexadecimal form Oher configuration
nmet hods MAY be support ed.

An MD5 di gest MJST be cal cul ated over the entire BFD Contro
packet. The resulting digest MJST be stored in the Auth

Key/ Digest field prior to transm ssion (replacing the secret key,
whi ch MUST NOT be carried in the packet).

For Keyed MD5, bfd. Xm tAuthSeq MAY be incremented in a circular
fashi on (when treated as an unsigned 32-bit val ue).

bf d. Xm t Aut hSeq SHOULD be i ncrenented when the session state
changes, or when the transmtted BFD Control packet carries
different contents than the previously transmtted packet. The
decision as to when to increment bfd. XmitAuthSeq is outside the
scope of this specification. See the section titled "Security
Consi derati ons" bel ow for a di scussion

For Meticul ous Keyed MD5, bfd. Xm tAuthSeq MJUST be increnented in a
circular fashion (when treated as an unsigned 32-bit val ue).

Recei pt Using Keyed MD5 and Meticul ous Keyed MD5 Aut henti cation

If the received BFD Control packet does not contain an

Aut hentication Section, or the Auth Type is not correct (2 for
Keyed MD5 or 3 for Meticul ous Keyed MD5), then the received packet
MUST be di scar ded.

If the Auth Key ID field does not match the I D of a configured
aut hentication key, the received packet MJST be discarded.

If the Auth Len field is not equal to 24, the packet MJST be
di scar ded.

[ f bfd.Aut hSeqknown is 1, exam ne the Sequence Number field. For
Keyed MD5, if the sequence nunber |ies outside of the range of

bf d. RevAut hSeq to bfd. RcvAut hSeq+(3*Detect Miult) inclusive (when
treated as an unsigned 32-bit circular nunber space), the received
packet MUST be di scarded. For Meticul ous Keyed MD5, if the
sequence nunber |ies outside of the range of bfd. RcvAuthSeq+l to
bf d. RcvAut hSeq+(3*Det ect Mult) inclusive (when treated as an

unsi gned 32-bit circular nunber space) the received packet MJST be
di scar ded.

O herw se (bfd. AuthSegKnown is 0), bfd. AuthSegKnown MJST be set to

1, and bfd. RcvAut hSeq MUST be set to the value of the received
Sequence Number fi el d.
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6.

7.

Repl ace the contents of the Auth Key/Digest field with the

aut hentication key selected by the received Auth Key ID field. |If
the MD5 digest of the entire BFD Control packet is equal to the
recei ved value of the Auth Key/Digest field, the received packet
MJST be accepted. Oherw se (the digest does not match the Auth
Key/ Di gest field), the received packet MUST be di scarded

4. Keyed SHA1 and Meticul ous Keyed SHAl Aut hentication

The Keyed SHA1 and Meti cul ous Keyed SHA1 Aut hentication nechani sns
are very simlar to those used in other protocols. 1In these methods
of authentication, one or nore secret keys (wth correspondi ng key

I Ds) are configured in each system One of the keys is included in a
SHA1 [ SHA1] hash cal cul ated over the outgoing BFD Control packet, but
the key itself is not carried in the packet. To help avoid replay
attacks, a sequence nunber is also carried in each packet. For Keyed
SHA1, the sequence number is occasionally incremented. For

Meti cul ous Keyed SHALl, the sequence nunber is incremented on every
packet .

The receiving system accepts the packet if the key |ID matches one of
the configured keys, a SHA1 hash including the sel ected key nmatches
that carried in the packet, and if the sequence nunber is greater
than or equal to the |ast sequence nunber received (for Keyed SHA1l),
or strictly greater than the |ast sequence number received (for

Meti cul ous Keyed SHAL).

Transm ssion Usi ng Keyed SHA1 and Meticul ous Keyed SHAl
Aut henti cation

The Auth Type field MJUST be set to 4 (Keyed SHA1l) or 5 (Meticul ous
Keyed SHA1). The Auth Len field MJST be set to 28. The Auth Key
IDfield MUST be set to the ID of the current authentication key.

The Sequence Number field MJST be set to bfd. XmtAut hSeq.

The authentication key value is a binary string of up to 20 bytes,
and MUST be placed into the Auth Key/Hash field, padding with
trailing zero bytes as necessary. For interoperability, the
managenment interface by which the key is configured MUST accept
ASCI | strings, and SHOULD al so allow for the configuration of any
arbitrary binary string in hexadecimal form Oher configuration
nmet hods MAY be support ed.

A SHA1 hash MJST be cal cul ated over the entire BFD control packet.
The resulting hash MUST be stored in the Auth Key/Hash field prior
to transm ssion (replacing the secret key, which MJST NOT be
carried in the packet).
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For Keyed SHAL, bfd. XmitAuthSeq MAY be increnented in a circular
fashi on (when treated as an unsigned 32-bit val ue).

bf d. Xmi t Aut hSeq SHOULD be increnented when the session state
changes, or when the transmitted BFD Control packet carries
different contents than the previously transmtted packet. The
decision as to when to increnent bfd. XmtAuthSeq is outside the
scope of this specification. See the section titled "Security
Consi derations" bel ow for a di scussion

For Meticul ous Keyed SHA1l, bfd.XmtAuthSeq MJST be incremented in
a circular fashion (when treated as an unsigned 32-bit val ue).

Recei pt Usi ng Keyed SHAL and Meti cul ous Keyed SHALl Aut henti cation

If the received BFD Control packet does not contain an

Aut henti cation Section, or the Auth Type is not correct (4 for
Keyed SHA1 or 5 for Meticul ous Keyed SHA1l), then the received
packet MUST be di scarded.

If the Auth Key ID field does not match the ID of a configured
aut hentication key, the received packet MJST be discarded.

If the Auth Len field is not equal to 28, the packet MJST be
di scar ded.

I f bfd. Aut hSegknown is 1, exam ne the Sequence Nunber field. For
Keyed SHA1, if the sequence nunber lies outside of the range of

bf d. RevAut hSeq to bfd. RcvAut hSeq+(3*Detect Mult) inclusive (when
treated as an unsigned 32-bit circul ar nunber space), the received
packet MUST be discarded. For Meticul ous Keyed SHAL, if the
sequence nunber |ies outside of the range of bfd. RcvAuthSeq+l to
bf d. RevAut hSeq+(3*Detect Mult) inclusive (when treated as an

unsi gned 32-bit circular nunber space, the received packet MJST be
di scar ded.

Q herwi se (bfd. Aut hSegknown is 0), bfd. Aut hSegknown MJST be set to
1, bfd. RevAut hSeq MUST be set to the value of the received
Sequence Nunber field, and the recei ved packet MJST be accept ed.

Repl ace the contents of the Auth Key/Hash field with the

aut hentication key selected by the received Auth Key ID field. If
the SHA1 hash of the entire BFD Control packet is equal to the
recei ved val ue of the Auth Key/Hash field, the received packet
MUST be accepted. Qherw se (the hash does not match the Auth
Key/Hash field), the received packet MJST be di scarded.

Katz & ward St andards Track [ Page 26]



RFC 5880 Bi di recti onal Forwardi ng Detection June 2010

6.8. Functional Specifics

The foll owing section of this specification is normative. The means
by which this specification is achieved is outside the scope of this
speci fication.

When a systemis said to have "the Echo function active" it neans
that the systemis sending BFD Echo packets, inplying that the
session is Up and the other system has signaled its willingness to
| oop back Echo packets.

When the | ocal systemis said to have "Demand node active," it neans
that bfd. DenandMode is 1 in the |ocal system (see section 6.8.1), the
session is Up, and the renpte systemis signaling that the session is
in state Up.

VWen the renpte systemis said to have "Denmand node active,” it means
that bfd. Renot eDemandMbde is 1 (the renpte system set the Denand (D)

bit in the | ast received BFD Control packet), the session is Up, and

the renote systemis signaling that the session is in state Up

6.8.1. State Variabl es

A m ni mum anmount of information about a session needs to be tracked
in order to achieve the elenents of procedure described here. The
following is a set of state variables that are hel pful in describing
the mechani sms of BFD. Any nmeans of tracking this state may be used
so long as the protocol behaves as descri bed.

When the text refers to initializing a state variable, this takes

pl ace only at the tine that the session (and the corresponding state
variables) is created. The state variables are subsequently
mani pul ated by the state machine and are never reinitialized, even if
the session fails and is reestablished.

Once session state is created, and at | east one BFD Control packet is
received fromthe renote end, it MJST be preserved for at |east one
Detection Tinme (see section 6.8.4) subsequent to the receipt of the

| ast BFD Control packet, regardless of the session state. This
preserves timng paraneters in case the session flaps. A system MAY
preserve session state |longer than this. The preservation or
destruction of session state when no BFD Control packets for this
sessi on have been received fromthe renpte systemis outside the
scope of this specification.
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Al state variables in this specification are of the form "bfd. Xx"
and shoul d not be confused with fields carried in the protoco
packets, which are always spelled out to match the names in section
4,

bf d. Sessi onSt at e

The perceived state of the session (lnit, Up, Down, or Admi nDown).
The exact action taken when the session state changes is outside
the scope of this specification, though it is expected that this
state change (particularly, to and fromUp state) is reported to
ot her conponents of the system This variable MJST be initialized
to Down.

bf d. Renpt eSessi onSt at e

The session state last reported by the rembte systemin the State
(Sta) field of the BFD Control packet. This variable MJST be
initialized to Down.

bf d. Local Di scr

The Il ocal discrimnator for this BFD session, used to uniquely
identify it. It MJST be unique across all BFD sessions on this
system and nonzero. It SHOULD be set to a random (but stil

uni que) value to inprove security. The value is otherw se outside
the scope of this specification

bf d. Renot eDi scr

The renote discrimnator for this BFD session. This is the

di scrimnator chosen by the renpte system and is totally opaque
to the local system This MJST be initialized to zero. |If a
period of a Detection Tinme passes wi thout the receipt of a valid,
aut henti cat ed BFD packet fromthe renpte system this variable
MUST be set to zero.

bf d. Local Di ag
The di agnostic code specifying the reason for the nost recent

change in the |local session state. This MJST be initialized to
zero (No Diagnostic).
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bf d. Desi redM nTxI nt erva

The mininmuminterval, in mcroseconds, between transnitted BFD
Control packets that this systemwould like to use at the current
time, less any jitter applied (see section 6.8.2). The actua
interval is negotiated between the two systens. This MJST be
initialized to a value of at |east one second (1, 000, 000

m croseconds) according to the rules described in section 6.8.3.
The setting of this variable is otherw se outside the scope of
this specification.

bf d. Requi redM nRxI nt erva

The mininmuminterval, in mcroseconds, between received BFD
Control packets that this systemrequires, less any jitter applied
by the sender (see section 6.8.2). The setting of this variable
is outside the scope of this specification. A value of zero means
that this system does not want to receive any periodic BFD Contro
packets. See section 6.8.18 for details.

bf d. Renot eM nRxI| nt erva

The [ ast value of Required Mn RX Interval received fromthe
renote systemin a BFD Control packet. This variable MJST be
initialized to 1.

bf d. DemandMbde

Set to 1 if the local systemw shes to use Demand node, or O if
not .

bf d. Renpt eDenmandMode

Set to 1 if the rembte system wi shes to use Denmand node, or O if
not. This is the value of the Demand (D) bit in the |last received
BFD Control packet. This variable MJST be initialized to zero.

bf d. Det ect Mul t

The desired Detection Tine nultiplier for BFD Control packets on
the |l ocal system The negotiated Control packet transm ssion
interval, multiplied by this variable, will be the Detection Tine
for this session (as seen by the renpte systen). This variable
MUST be a nonzero integer, and is otherw se outside the scope of
this specification. See section 6.8.4 for further information.
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6.

8.

bf d. Aut hType

The authentication type in use for this session, as defined in
section 4.1, or zero if no authentication is in use.

bf d. RcvAut hSeq

A 32-bit unsigned integer containing the |ast sequence nunber for
Keyed MD5 or SHAl Authentication that was received. The initial
val ue i s uninmportant.

bf d. Xm t Aut hSeq

A 32-bit unsigned integer containing the next sequence nunber for
Keyed MD5 or SHAl Authentication to be transnmitted. This variable
MJUST be initialized to a random 32-bit val ue.

bf d. Aut hSeqKnown

Set to 1 if the next sequence nunber for Keyed MD5 or SHAL
aut hentication expected to be received is known, or O if it is not
known. This variable MJST be initialized to zero.

This variable MJUST be set to zero after no packets have been
received on this session for at least twi ce the Detection Tine.
Thi s ensures that the sequence nunber can be resynchronized if the
renbte systemrestarts.

2. Timer Negotiation

The tinme val ues used to determ ne BFD packet transm ssion intervals
and the session Detection Tine are continuously negotiated, and thus
may be changed at any time. The negotiation and time values are

i ndependent in each direction for each session.

Each systemreports in the BFD Control packet how rapidly it would
like to transnit BFD packets, as well as howrapidly it is prepared
to receive them This allows either systemto unilaterally deternine
t he maxi mum packet rate (mninuminterval) in both directions.

See section 6.8.7 for the details of packet transm ssion timng and
negoti ati on.
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6.8.3. Timer Manipulation

The tinme values used to determ ne BFD packet transm ssion intervals
and the session Detection Tine may be nodified at any tine w thout

affecting the state of the session. Wen the timer paraneters are

changed for any reason, the requirenents of this section apply.

If either bfd.DesiredM nTxlInterval is changed or

bf d. Requi redM nRxI nterval is changed, a Poll Sequence MJUST be
initiated (see section 6.5). |If the tinmng is such that a system
receiving a Poll Sequence wi shes to change the paraneters descri bed
in this paragraph, the new paraneter val ues MAY be carried in packets
with the Final (F) bit set, even if the Poll Sequence has not yet
been sent.

I f bfd.DesiredM nTxlnterval is increased and bfd. SessionState is Up
the actual transm ssion interval used MUST NOT change until the Pol
Sequence descri bed above has terminated. This is to ensure that the
renote systemupdates its Detection Tine before the transnission
interval increases.

I f bfd. Requi redM nRxl nterval is reduced and bfd. SessionState is Up
the previous val ue of bfd. Requi redM nRxI nterval MJST be used when
calculating the Detection Tine for the renpbte systemuntil the Pol
Sequence descri bed above has terminated. This is to ensure that the
renote systemis transmitting packets at the higher rate (and those
packets are being received) prior to the Detection Tinme being
reduced.

When bfd. SessionState is not Up, the system MJST set

bf d. DesiredM nTxI nterval to a value of not |ess than one second
(1,000,000 mcroseconds). This is intended to ensure that the
bandwi dt h consuned by BFD sessions that are not Up is negligible,
particularly in the case where a nei ghbor may not be running BFD

If the local systemreduces its transmt interval due to

bf d. Renot eM nRxI nterval being reduced (the renpte system has
advertised a reduced value in Required Mn RX Interval), and the
renote systemis not in Denand node, the |ocal system MJST honor the

new i nterval imediately. |In other words, the |ocal system cannot
wait | onger than the new i nterval between the previous packet
transm ssion and the next one. If this interval has already passed

since the last transm ssion (because the newinterval is
significantly shorter), the I ocal system MJST send the next periodic
BFD Control packet as soon as practicable.
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When the Echo function is active, a system SHOULD set

bf d. Requi redM nRxI nterval to a val ue of not |ess than one second
(1, 000,000 microseconds). This is intended to keep received BFD
Control traffic at a negligible level, since the actual detection
function is being perfornmed using BFD Echo packets.

In any case other than those explicitly called out above, timng
par anet er changes MJST be effected inmediately (changing the
transm ssion rate and/or the Detection Tine).

Note that the Poll Sequence nechanismis anbiguous if nore than one
paraneter change is made that would require its use, and those
nmul ti pl e changes are spread across multiple packets (since the
semantics of the returning Final are unclear). Therefore, if
mul ti pl e changes are made that require the use of a Poll Sequence,
there are three choices: 1) they MJST be comunicated in a single BFD
Control packet (so the semantics of the Final reply are clear), or 2)
sufficient time nmust have transpired since the Poll Sequence was
conpl eted to di sanbiguate the situation (at |least a round trip tine
since the last Poll was transmitted) prior to the initiation of

anot her Poll Sequence, or 3) an additional BFD Control packet with
the Final (F) bit *clear* MJST be received after the Poll Sequence
has completed prior to the initiation of another Poll Sequence (this
option is not avail abl e when Demand nobde is active).

6.8.4. Calculating the Detection Tine

The Detection Tinme (the period of time w thout receiving BFD packets
after which the session is determned to have failed) is not carried
explicitly in the protocol. Rather, it is calculated independently
in each direction by the receiving systembased on the negoti ated
transmt interval and the detection multiplier. Note that there may
be different Detection Times in each direction

The cal cul ati on of the Detection Tine is slightly different when in
Demand node versus Asynchronous node

I n Asynchronous node, the Detection Time calculated in the |oca
systemis equal to the value of Detect Miult received fromthe renote
system multiplied by the agreed transmt interval of the renote
system (the greater of bfd.RequiredM nRxlInterval and the |ast
received Desired Mn TX Interval). The Detect Miult value is (roughly
speaking, due to jitter) the nunber of packets that have to be m ssed
in arowto declare the session to be down.
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I f Demand nmode is not active, and a period of tine equal to the
Detection Time passes w thout receiving a BFD Control packet fromthe
renote system and bfd. SessionState is Init or Up, the session has
gone down -- the |ocal system MUST set bfd. SessionState to Down and
bfd. LocalDiag to 1 (Control Detection Tinme Expired).

In Demand node, the Detection Tine calculated in the | ocal systemis
equal to bfd.DetectMult, nultiplied by the agreed transnit interva
of the local system (the greater of bfd.DesiredM nTxlnterval and

bf d. Remot eM nRxI nterval ). bfd.DetectMult is (roughly speaking, due
to jitter) the number of packets that have to be missed in arowto
decl are the session to be down.

If Demand node is active, and a period of tine equal to the Detection
Ti me passes after the initiation of a Poll Sequence (the transm ssion
of the first BFD Control packet with the Poll bit set), the session
has gone down -- the local system MJUST set bfd. SessionState to Down,
and bfd.LocalDiag to 1 (Control Detection Time Expired).

(Note that a packet is considered to have been received, for the
purposes of Detection Time expiration, only if it has not been
"di scarded" according to the rules of section 6.8.6).

6.8.5. Detecting Failures with the Echo Function

When the Echo function is active and a sufficient nunber of Echo
packets have not arrived as they should, the session has gone down --
the I ocal system MJST set bfd. SessionState to Down and bfd. Local Di ag
to 2 (Echo Function Failed).

The neans by which the Echo function failures are detected is outside
of the scope of this specification. Any nmeans that will detect a
comuni cation failure are acceptable.

6.8.6. Reception of BFD Control Packets

When a BFD Control packet is received, the foll ow ng procedure MJST
be followed, in the order specified. |If the packet is discarded
according to these rules, processing of the packet MJUST cease at that
poi nt .

If the version nunber is not correct (1), the packet MJST be
di scar ded.

If the Length field is less than the m ninumcorrect value (24 if

the Abit is clear, or 26 if the Abit is set), the packet MJST be
di scar ded.
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If the Length field is greater than the payl oad of the
encapsul ati ng protocol, the packet MJST be discarded.

If the Detect Mult field is zero, the packet MJST be di scarded.

If the Multipoint (M bit is nonzero, the packet MJST be
di scar ded.

If the My Discriminator field is zero, the packet MJST be
di scar ded.

If the Your Discrimnator field is nonzero, it MJST be used to
sel ect the session with which this BFD packet is associated. |If
no session is found, the packet MJST be di scarded.

If the Your Discrimnator field is zero and the State field is not
Down or Adm nDown, the packet MJST be discarded.

If the Your Discrimnator field is zero, the session MJST be

sel ected based on sonme conbination of other fields, possibly

i ncl udi ng source addressing information, the My Di scrim nator
field, and the interface over which the packet was received. The
exact method of selection is application specific and is thus
out side the scope of this specification. |If a matching session is
not found, a new session MAY be created, or the packet MAY be

di scarded. This choice is outside the scope of this

speci fication.

If the Abit is set and no authentication is in use (bfd.Aut hType
is zero), the packet MJST be di scarded.

If the Abit is clear and authentication is in use (bfd.AuthType
i s nonzero), the packet MJST be di scarded.

If the Abit is set, the packet MJST be authenticated under the
rul es of section 6.7, based on the authentication type in use
(bfd. Aut hType). This may cause the packet to be di scarded.

Set bfd. RenpteDi scr to the value of My Discrimnator.

Set bfd. RenpteState to the value of the State (Sta) field.

Set bfd. Renot eDemandMbde to the val ue of the Demand (D) bit.

Set bfd. RenbteM nRxInterval to the value of Required Mn RX
I nterval .
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If the Required Mn Echo RX Interval field is zero, the
transm ssion of Echo packets, if any, MJST cease.

If a Poll Sequence is being transmitted by the |ocal system and
the Final (F) bit in the received packet is set, the Poll Sequence
MJUST be term nated.

Update the transmt interval as described in section 6.8.2.
Update the Detection Tine as described in section 6.8.4.
I f bfd. SessionState is Admi nDown

Di scard t he packet

If received state i s Adm nDown
I f bfd. SessionState is not Down
Set bfd.Local Diag to 3 (Nei ghbor signal ed
sessi on down)
Set bfd. SessionState to Down

El se

If bfd.SessionState is Down
If received State is Down
Set bfd. SessionState to Init
Else if received State is Init
Set bfd. SessionState to Up

Else if bfd.SessionState is Init
If received State is Init or Up
Set bfd. SessionState to Up

El se (bfd. SessionState is Up)
If received State i s Down
Set bfd.Local Diag to 3 (Nei ghbor signal ed
sessi on down)
Set bfd. SessionState to Down

Check to see if Demand node shoul d becone active or not (see
section 6.6).

I f bfd. Renot eDemandMode is 1, bfd. SessionState is Up, and

bf d. Renpt eSessi onState is Up, Demand node is active on the renpte
system and the | ocal system MJST cease the periodic transm ssion
of BFD Control packets (see section 6.8.7).
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I f bfd. Renot eDemandMode is 0, or bfd. SessionState is not Up, or

bf d. Renpt eSessi onState is not Up, Denand node is not active on the
renote systemand the | ocal system MJST send periodi c BFD Control
packets (see section 6.8.7).

If the Poll (P) bit is set, send a BFD Control packet to the
renote systemwith the Poll (P) bit clear, and the Final (F) bit
set (see section 6.8.7).

If the packet was not discarded, it has been received for purposes
of the Detection Time expiration rules in section 6.8.4.

7. Transmitting BFD Control Packets

Wth the exceptions listed in the remai nder of this section, a system
MUST NOT transmit BFD Control packets at an interval |ess than the

| arger of bfd.DesiredM nTxlnterval and bfd. RembteM nRxInterval, |ess
applied jitter (see below). |In other words, the systemreporting the
sl ower rate determines the transm ssion rate.

The periodic transm ssion of BFD Control packets MJST be jittered on
a per-packet basis by up to 25% that is, the interval MJST be
reduced by a randomvalue of 0 to 25% in order to avoid self-
synchroni zati on with other systens on the same subnetwork. Thus, the
average interval between packets will be roughly 12.5% | ess than that
negot i at ed.

If bfd.DetectMult is equal to 1, the interval between transmitted BFD
Control packets MJST be no nore than 90% of the negotiated

transm ssion interval, and MJST be no |l ess than 75% of the negotiated
transmssion interval. This is to ensure that, on the renpte system
the cal cul ated Detection Tine does not pass prior to the receipt of
the next BFD Control packet.

The transmt interval MJST be recal cul at ed whenever

bf d. Desi redM nTxl nt erval changes, or whenever bfd. RenoteM nRxl nterval
changes, and is equal to the greater of those two values. See
sections 6.8.2 and 6.8.3 for details on transmt tinmers.

A system MJUST NOT transmit BFD Control packets if bfd. RenoteDiscr is
zero and the systemis taking the Passive role.

A system MJUST NOT periodically transmt BFD Control packets if
bf d. Renot eM nRxI nterval is zero.
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A system MJUST NOT periodically transmt BFD Control packets if Denand
node is active on the renmpte system (bfd. Renot eDenmandMode is 1,

bf d. SessionState is Up, and bfd. RenoteSessionState is Up) and a Pol |
Sequence is not being transmtted.

If a BFD Control packet is received with the Poll (P) bit set to 1,
the receiving system MUST transmit a BFD Control packet with the Poll
(P) bit clear and the Final (F) bit set as soon as practicable,

wi t hout respect to the transmission timer or any other transm ssion
[imtations, without respect to the session state, and w thout
respect to whether Demand nbde is active on either system A system
MAY limt the rate at which such packets are transmtted. |If rate
limting is in effect, the advertised value of Desired Mn TX
Interval MUST be greater than or equal to the interval between
transmtted packets inposed by the rate linmting function.

A system MJUST NOT set the Dermand (D) bit unl ess bfd. DemandMbde is 1,
bfd. SessionState is Up, and bfd. RenbteSessionState is Up.

A BFD Control packet SHOULD be transmitted during the interval

bet ween periodi c Control packet transm ssions when the contents of
that packet would differ fromthat in the previously transnitted
packet (other than the Poll and Final bits) in order to nore rapidly
conmuni cate a change in state.

The contents of transmitted BFD Control packets MJST be set as
fol | ows:

Ver si on
Set to the current version nunber (1).
Di agnhosti c (Di ag)
Set to bfd.Local D ag.
State (Sta)
Set to the value indicated by bfd. SessionState.
Poll (P)

Set to 1 if the local systemis sending a Poll Sequence, or O if
not .
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Final (F)

Set to 1 if the local systemis responding to a Control packet
received with the Poll (P) bit set, or 0 if not.

Control Pl ane | ndependent (O
Set to 1 if the local systenis BFD inplenmentation is independent
of the control plane (it can continue to function through a
di sruption of the control plane).

Aut henti cation Present (A)

Set to 1 if authentication is in use on this session (bfd.AuthType
is nonzero), or O if not.

Demand (D)

Set to bfd. DemandMbde if bfd. SessionState is Up and
bf d. Renpt eSessi onState is Up. Oherwise, it is set to O.

Mul tipoint (M

Set to O.
Detect Mult

Set to bfd.DetectMilt.
Length

Set to the appropriate | ength, based on the fixed header |ength
(24) plus any Authentication Section.

My Di scri m nator

Set to bfd. Local Di scr.
Your Discrimn nator

Set to bfd. RenoteDi scr.
Desired Mn TX Interval

Set to bfd. DesiredM nTxI nterval .
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Required Mn RX Interva
Set to bfd.RequiredM nRxl nt erval
Required M n Echo RX Interva

Set to the mninmumrequired Echo packet receive interval for this

session. |If this fieldis set to zero, the |local systemis
unwi I ling or unable to | oop back BFD Echo packets to the renote
system and the renote systemw ||l not send Echo packets.

Aut henti cati on Section

I ncl uded and set according to the rules in section 6.7 if
authentication is in use (bfd. AuthType is nonzero). O herw se,
this section is not present.

6.8.8. Reception of BFD Echo Packets

A received BFD Echo packet MJST be denultiplexed to the appropriate
session for processing. A neans of detecting mssing Echo packets
MUST be i npl enented, which nmost |ikely involves processing of the
Echo packets that are received. The processing of received Echo
packets is otherw se outside the scope of this specification

6.8.9. Transm ssion of BFD Echo Packets

BFD Echo packets MJUST NOT be transnitted when bfd. SessionState is not
Up. BFD Echo packets MJUST NOT be transnmitted unless the | ast BFD
Control packet received fromthe renpte systemcontains a nonzero
value in Required Mn Echo RX Interval.

BFD Echo packets MAY be transmitted when bfd. SessionState is Up. The
i nterval between transmitted BFD Echo packets MJST NOT be | ess than
the val ue advertised by the rempte systemin Required Mn Echo RX
Interval, except as follows:

A 25% jitter MAY be applied to the rate of transm ssion, such that
the actual interval MAY be between 75% and 100% of the advertised
value. A single BFD Echo packet MAY be transnitted between
normal |y schedul ed Echo transm ssion intervals.

The transni ssion of BFD Echo packets is otherw se outside the scope
of this specification
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6.8.10. Mn Rx Interval Change

When it is desired to change the rate at which BFD Control packets
arrive fromthe remote system bfd. RequiredM nRxI nterval can be
changed at any tine to any value. The new value will be transmtted
in the next outgoing Control packet, and the renpte systemwill

adj ust accordingly. See section 6.8.3 for further requirenents.

6.8.11. Mn Tx Interval Change

VWen it is desired to change the rate at which BFD Control packets
are transmtted to the renpte system (subject to the requirenents of
the nei ghboring systen), bfd.DesiredM nTxlnterval can be changed at
any time to any value. The rules in section 6.8.3 apply.

6.8.12. Detect Miltiplier Change

When it is desired to change the detect multiplier, the val ue of
bfd. Detect Mult can be changed to any nonzero value. The new val ue
will be transmtted with the next BFD Control packet, and the use of
a Poll Sequence is not necessary. See section 6.6 for additiona
requi renents.

6.8.13. Enabling or Disabling The Echo Function

If it is desired to start or stop the transm ssion of BFD Echo
packets, this MAY be done at any time (subject to the transm ssion
requi renents detailed in section 6.8.9).

If it is desired to enable or disable the | ooping back of received
BFD Echo packets, this MAY be done at any tine by changing the val ue
of Required Mn Echo RX Interval to zero or nonzero in outgoing BFD
Control packets.

6.8.14. Enabling or D sabling Denand Mde

If it is desired to start or stop Demand node, this MAY be done at
any time by setting bfd. DemandMbde to the proper value. Denand node
wi |l subsequently become active under the rules described in section
6. 6.

I f Demand nmode is no |onger active on the renpte system the |oca

system MJST begin transmitting periodic BFD Control packets as
described in section 6.8.7.
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6.8.15. Forwardi ng Pl ane Reset

When the forwarding plane in the local systemis reset for sone
reason, such that the renmpte system can no longer rely on the |oca
forwarding state, the | ocal system MJST set bfd.LocalDiag to 4
(Forwardi ng Pl ane Reset), and set bfd. SessionState to Down.

6.8.16. Admnistrative Control

There may be circunstances where it is desirable to adm nistratively
enabl e or disable a BFD session. Wen this is desired, the foll ow ng
procedure MUST be foll owed:

I f enabling session
Set bfd. SessionState to Down

El se
Set bfd. SessionState to Adm nDown
Set bfd.Local Diag to an appropriate val ue
Cease the transnission of BFD Echo packets

If signaling is received fromoutside BFD that the underlying path
has failed, an inplenentati on MAY adm nistratively disable the
session with the diagnostic Path Down.

O her scenari os MAY use the diagnostic Admi nistratively Down.

BFD Control packets SHOULD be transmitted for at |east a Detection
Time after transitioning to Adm nDown state in order to ensure that
the renote systemis aware of the state change. BFD Control packets
MAY be transmitted indefinitely after transitioning to Adni nDown
state in order to naintain session state in each system (see section
6. 8.18 bel ow).

6.8.17. Concatenated Paths

If the path being nonitored by BFD is concatenated with other paths
(connected end-to-end in series), it may be desirable to propagate
the indication of a failure of one of those paths across the BFD
session (providing an interworking function for |iveness nonitoring
bet ween BFD and ot her technol ogi es).

Two di agnhostic codes are defined for this purpose: Concatenated Path
Down and Reverse Concatenated Path Down. The first propagates
forward path failures (in which the concatenated path fails in the
direction toward the interworking system), and the second propagates
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reverse path failures (in which the concatenated path fails in the
direction away fromthe interworking system assuning a bidirectiona
link).

A system MAY signal one of these failure states by sinply setting
bfd. Local Diag to the appropriate diagnostic code. Note that the BFD

session is not taken down. |f Denmand nbde is not active on the
renote system no other action is necessary, as the diagnostic code
will be carried via the periodic transm ssion of BFD Control packets.

I f Demand node is active on the renpte system (the | ocal systemis
not transmtting periodic BFD Control packets), a Poll Sequence MJST
be initiated to ensure that the diagnostic code is transmtted. Note
that if the BFD session subsequently fails, the diagnhostic code wll
be overwitten with a code detailing the cause of the failure. It is
up to the interworking agent to performthe above procedure again
once the BFD session reaches Up state, if the propagation of the
concatenated path failure is to resune.

6.8.18. Hol ding Down Sessions

A system MAY choose to prevent a BFD session from bei ng established.
One possible reason nmight be to manage the rate at which sessions are
established. This can be done by hol ding the session in Down or

Adm nDown state, as appropriate.

There are two rel ated nechani sns that are available to help with this
task. First, a systemis REQU RED to mai ntain session state
(including timng paraneters), even when a session is down, until a
Detection Time has passed w thout the receipt of any BFD Contro
packets. This neans that a system nay take down a session and
transmt an arbitrarily large value in the Required Mn RX Interva
field to control the rate at which it receives packets.

Additionally, a system MAY transnit a value of zero for Required Mn
RX Interval to indicate that the renote system should send no packets
what soever .

So long as the local systemcontinues to transnmt BFD Contro

packets, the renpte systemis obligated to obey the value carried in
Required Mn RX Interval. |If the renpte system does not receive any
BFD Control packets for a Detection Tinme, it SHOULD reset

bfd. RenbteM nRxInterval to its initial value of 1 (per section 6.8.1,
since it is no longer required to maintain previous session state)
and then can transmit at its own rate
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7.

Oper ational Considerations

BFD is likely to be deployed as a critical part of network
infrastructure. As such, care should be taken to avoid disruption

Qovi ously, any nechani smthat bl ocks BFD packets, such as firewalls
or other policy processes, will cause BFD to fail.

Mechani sns that control packet scheduling, such as policers, traffic
shapers, priority queueing, etc., have the potential of inpacting BFD
operations if the Detection Tine is simlar in scale to the schedul ed
packet transmit or receive rate. The delivery of BFD packets is
time-critical, relative to the magnitude of the Detection Tine, so
this may need to be taken into account in inplenmentation and

depl oyrment, particularly when very short Detection Tinmes are to be
used.

When BFD is used across nultiple hops, a congestion control mechanism
MUST be i npl enent ed, and when congestion is detected, the BFD

i mpl ement ati on MJUST reduce the anobunt of traffic it generates. The
exact mechani smused is outside the scope of this specification, and
the requirenents of this mechani smmay differ depending on how BFD is
depl oyed, and how it interacts with other parts of the system (for
exanpl e, exponential backoff nmay not be appropriate in cases where
routing protocols are interacting closely with BFD).

Note that "congestion" is not only a traffic phenonenon, but also a
conputational one. It is possible for systems with a | arge nunber of
BFD sessions and/or very short packet intervals to becone CPU bound.
As such, a congestion control algorithm SHOULD be used even across
single hops in order to avoid the possibility of catastrophic system
col  apse, as such failures have been seen repeatedly in other

peri odi ¢ Hel |l o-based protocols.

The nechani sns for detecting congestion are outside the scope of this
specification, but may include the detection of |ost BFD Contro
packets (by virtue of holes in the authentication sequence nunber
space, or by BFD session failure) or other neans.

The nechani snms for reducing BFD s traffic | oad are the control of the
| ocal and renote packet transmission rate via the Mn RX Interval and
Mn TX Interval fields.

Not e that any mechani smthat increases the transnmit or receive
intervals will increase the Detection Tinme for the session
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It is worth noting that a single BFD session does not consune a | arge
amount of bandwi dth. An aggressive session that achieves a detection
time of 50 nmilliseconds, by using a transmit interval of 16.7
mlliseconds and a detect nultiplier of 3, will generate 60 packets
per second. The maxi mum | ength of each packet on the wire is on the
order of 100 bytes, for a total of around 48 kil obits per second of
bandwi dt h consunption in each direction

8. | ANA Consi derations

Thi s docunent defines two registries admnistered by | ANA.  The first
is titled "BFD Di agnostic Codes" (see section 4.1). Initial values
for the BFD Diagnostic Code registry are given below. Further
assignments are to be made through Expert Review

[ 1 ANA- CONSI DERATI ONS] . Assi gnnment s consi st of a BFD Di agnostic Code
nane and its associated val ue.

Val ue BFD Di agnosti ¢ Code Nane
No Di agnostic
Control Detection Tine Expired
Echo Function Fail ed
Nei ghbor Si gnal ed Sessi on Down
Forwar di ng Pl ane Reset
Pat h Down
Concat enat ed Pat h Down
Admi ni stratively Down
Rever se Concat enat ed Pat h Down
-31 Unassi gned

OCO~NOOUIT~WNEFO

The second registry is titled "BFD Authenticati on Types" (see section
4.1). Initial values for the BFD Authentication Type registry are

gi ven bel ow. Further assignnents are to be nmade through Expert

Revi ew [ | ANA- CONSI DERATI ONS] .  Assi gnments consi st of a BFD

Aut henti cati on Type Code nane and its associ ated val ue.

Val ue BFD Aut henti cati on Type Nane
0 Reserved
1 Si npl e Passwor d
2 Keyed MD5
3 Meti cul ous Keyed MD5
4 Keyed SHA1
5 Meti cul ous Keyed SHAL
6- 255 Unassi gned
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9.

Security Considerations

As BFD may be tied into the stability of the network infrastructure
(such as routing protocols), the effects of an attack on a BFD
session may be very serious: a link may be falsely declared to be
down, or falsely declared to be up; in either case, the effect is
deni al of service.

An attacker who is in conplete control of the Ilink between the
systens can easily drop all BFD packets but forward everything el se
(causing the link to be falsely declared down), or forward only the
BFD packets but nothing else (causing the Iink to be falsely declared
up). This attack cannot be prevented by BFD.

To mitigate threats fromless capabl e attackers, BFD specifies two
mechani sns to prevent spoofing of BFD Control packets. The
CGeneralized TTL Security Mechanism[GISM uses the time to live (TTL)
or Hop Count to prevent off-link attackers from spoofing packets.

The Aut hentication Section authenticates the BFD Control packets.
These nechani sns are described in nore detail bel ow

VWhen a BFD session is directly connected across a single link
(physical, or a secure tunnel such as IPsec), the TTL or Hop Count
MUST be set to the maximumon transmt, and checked to be equal to
the maxi mum val ue on reception (and the packet dropped if this is not
the case). See [GISM for nore information on this technique. |If
BFD is run across nultiple hops or an insecure tunnel (such as
CGeneric Routing Encapsulation (GRE)), the Authentication Section
SHOULD be utilized.

The | evel of security provided by the Authentication Section varies
based on the authentication type used. Sinple Password

aut hentication is obviously only as secure as the secrecy of the
passwords used, and should be considered only if the BFD session is
guaranteed to be run over an infrastructure not subject to packet
interception. |Its chief advantage is that it mninmzes the
conputational effort required for authentication

Keyed MD5 Aut hentication is nmuch stronger than Sinple Password

Aut henti cation since the keys cannot be discerned by intercepting
packets. It is vulnerable to replay attacks in between increments of
the sequence nunmber. The sequence nunber can be increnmented as

sel dom (or as often) as desired, trading off resistance to replay
attacks with the conmputational effort required for authentication

Meti cul ous Keyed MD5 authentication is stronger yet, as it requires
the sequence nunmber to be increnented for every packet. Replay
attack vulnerability is reduced due to the requirenent that the

Katz & ward St andards Track [ Page 45]



RFC 5880 Bi di recti onal Forwardi ng Detection June 2010

10.

10.

sequence nunber nust be incremented on every packet, the w ndow size
of acceptable packets is small, and the initial sequence nunber is
random zed. There is still a wi ndow of attack at the beginning of
the session while the sequence nunber is being determned. This

aut hentication schenme requires an MD5 cal cul ati on on every packet
transmtted and received.

Using SHAL1 is believed to have stronger security properties than MD5.
Al'l comments about MD5 in this section also apply to SHAL.

Bot h Keyed MD5/SHAL and Meti cul ous Keyed MD5/ SHA1 use the "secret
suffix" construction (also called "append only") in which the shared
secret key is appended to the data before cal culating the hash,

i nstead of the nore commopn Hashed Message Aut henticati on Code (HVAC)
construction [HVAC]. This construction is believed to be appropriate
for BFD, but designers of any additional authentication nmechani sns
for BFD are encouraged to read [HVAC] and its references.

I f both systens random ze their Local Discrimnator values at the
begi nni ng of a session, replay attacks nmay be further mtigated,
regardl ess of the authentication type in use. Since the Loca

Di scrim nator may be changed at any time during a session, this
mechani smmay al so help mtigate attacks.

The security inplications of the use of BFD Echo packets are
dependent on how t hose packets are defined, since their structure is
local to the transmtting system and outside the scope of this
specification. However, since Echo packets are defined and processed
only by the transmtting system the use of cryptographic

aut hentication does not guarantee that the other systemis actually
alive; an attacker could | oop the Echo packets back (wi thout know ng
any secret keys) and cause the link to be falsely declared to be up
This can be mitigated by using a suitable interval for BFD Contro
packets. [GISM could be applied to BFD Echo packets, though the
TTL/ Hop Count will be decrenented by 1 in the course of echoing the
packet, so spoofing is possible fromone hop away.
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Appendi x A,  Backward Conpatibility (Non-Normative)

Al t hough version O of this protocol (as defined in early versions of
the Internet-Draft that became this RFC) is unlikely to have been
depl oyed wi dely, some inplenmentors may wi sh to have a backward
conpatibility mechanism Note that any mechanism nmay be potentially
used that does not alter the protocol definition, so interoperability
shoul d not be an issue.

The suggested nechani sm descri bed here has the property that it wll
converge on version 1 if both systens inmplenent it, even if one
systemis upgraded fromversion O within a Detection Tinme. It wll
interoperate with a systemthat inplenments only one version (or is
configured to support only one version). A system should obviously
not performthis function if it is configured to or is only capable
of using a single version.

A BFD session will enter a "negotiation holddown" if it is configured
for automatic versioning and either has just started up, or the
sessi on has been manually cleared. The session is set to Adm nDown
state and version 1. During the hol ddown period, which lasts for one
Detection Time, the system sends BFD Control packets as usual, but

i gnores received packets. After the holddown tinme is conplete, the
state transitions to Down and nornml operation resunes.

When a systemis not in holddown, if it doing automatic versioning
and is currently using version 1, if any version O packet is received
for the session, it switches imediately to version 0. If it is
currently using version 0 and a version 1 packet is received that

i ndi cates that the neighbor is in state AdnminDown, it switches to

version 1. |f using version 0 and a version 1 packet is received
i ndicating a state other than Adm nDown, the packet is ignored (per
spec) .

If the version being used is changed, the session goes down as
appropriate for the new version (Down state for version 1 or Failing
state for version 0).

Appendi x B. Contributors

Kireeti Konpella and Yakov Rekhter of Juni per Networks were al so
significant contributors to this docunent.

Katz & ward St andards Track [ Page 48]



RFC 5880 Bi di recti onal Forwardi ng Detection June 2010

Appendi x C. Acknow edgnents

Thi s docunent was inspired by (and is intended to replace) the
Prot ocol Liveness Protocol docunent, witten by Kireeti Konpell a.

Demand node was inspired by "A Traffic-Based Met hod of Detecting Dead
I nternet Key Exchange (IKE) Peers", by G Huang, et al.

The authors would also like to thank M ke Shand, John Scudder,
Stewart Bryant, Pekka Savol a, Richard Spencer, and Pasi Eronen for
their substantive input.

The authors would also like to thank Onen Wheel er for hosting
tel econferences between the authors of this specification and
mul tiple vendors in order address inplenentation and clarity issues.

Aut hors’ Addr esses

Dave Katz

Juni per Networ ks

1194 N. Mathilda Ave.
Sunnyval e, CA 94089-1206
USA

Phone: +1-408-745-2000
EMai | : dkat z@ uni per. net

Dave Ward

Juni per Networ ks

1194 N. Mathil da Ave.
Sunnyval e, CA 94089-1206
USA

Phone: +1-408-745-2000
EMai | : dwar d@ uni per. net

Katz & ward St andards Track [ Page 49]






