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1. Introduction

I Pv6 is the only sustainable solution for nunbering nodes on the
Internet due to the | Pv4 depletion. Network operators have to depl oy
| Pv6-only networks in order to neet the needs of the expanding
Internet without available |Pv4 addresses.

Si ngl e-stack | Pv6 network depl oynent can sinplify network

provi sioning; sonme justification was provided in 464XLAT [ RFC6877].
| Pv6-only connectivity confers sone benefits to nmobile operators as
an exanple. |In the nobile context, |IPv6-only usage enabl es the use
of a single IPv6 Packet Data Protocol (PDP) context or Evol ved Packet
System (EPS) bearer on Long Term Evolution (LTE) networks. This
elimnates significant network costs (caused by enploying two PDP
contexts in sone cases) and the need for |Pv4 addresses to be
assigned to custoners. |In broadband networks overall, it can all ow
for the scaling of edge-network growth to be decoupled fromlPv4
nunbering limtations.
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In transition scenarios, sonme existing networks are likely to be |Pv4
only for quite a long time. |Pv6 networks and | Pv6-only hosts will
need to coexist with | Pv4 nunbered resources. Wdespread dual - stack
depl oynents have not materialized at the anticipated rate over the

| ast 10 years, one possible conclusion being that |egacy networks
will not nmake the junp quickly. The Internet will include nodes that
are dual stack, nodes that remain | Pv4 only, and nodes that can be
depl oyed as | Pv6-only nodes. A translation mechani sm based on a
NAT64 function [ RFC6145] [RFC6146] is likely to be a key el enent of
Internet connectivity for I Pv6-1Pv4 interoperability.

[ RFC6036] reports at | east 30% of operators plan to run sone kind of
transl ator (presunmably NAT64/ DNS64). Advice on NAT64 depl oynent and
operations are therefore of sone inportance. [RFC6586] docunents the
i mplications for |IPv6-only networks. This docunent intends to be
specific to NAT64 network pl anni ng.

2. Term nol ogy

Regarding | Pv4/ 1 Pv6 translation, [RFC6144] has described a framework
for enabling networks to make interworking possible between | Pv4 and
| Pv6 networks. Two operation nodes (i.e., stateful translation and
statel ess transl ation) have been described in Section 3.2 of

[ RFC6144]. This docunment describes the usage of those two operation
nodes and has further categorized different NAT64 functions,

| ocations, and use cases. The principal distinction of location is
whet her the NAT64 is located in a Carrier-G ade NAT or server Front
End. The ternms "NAT-CAN' and "NAT-FE" are understood to be a
topol ogi cal distinction indicating different features enployed in a
NAT64 depl oynent .

NAT64 Carrier Grade NAT (NAT64-CGN): A NAT64-CGN is placed in an ISP
network. | Pv6-enabl ed subscribers | everage the NAT64-CGN to
access existing IPv4 Internet services. The ISP as an
adm nistrative entity takes full control of the IPv6 side, but it
has Iimted or no control on the |Pv4d Internet side. NAT64-CGN
depl oynents nay have to consider the |Pv4 Internet environnment and
services, and nake appropriate configuration choices accordingly.

NAT64 server Front End (NAT64-FE): A NAT64-FE is generally a device
wi th NAT64 functionality in a content provider or data center
network. 1t could be, for exanple, a traffic |oad bal ancer or a
firewall. The operator of the NAT64-FE has full control over the
| Pv4 network within the data center but only Iimted influence or
control over the external Internet |Pv6 network.

Chen, et al. I nf or mat i onal [ Page 3]



RFC 7269 NAT64 Experience June 2014

3. NAT64 Networ ki ng Experience
3.1. NAT64- CGN Consi deration
3.1.1. NAT64- CGN Usages

Fi xed network operators and nobil e operators may | ocate NAT64
translators in access networks or in nobile core networks. NAT64 can
be built into various devices, including routers, gateways, or
firewalls, in order to connect |Pv6 users to the IPv4 Internet. Wth
regard to the nunmbers of users and the shortage of public |IPv4
addresses, stateful NAT64 [RFC6146] is nore suited to nmaxim ze
sharing of public |IPv4d addresses. The usage of statel ess NAT64 can
provi de better transparency features [MOTI VATION], but it has to be
coordi nated with Address plus Port (A+P) processes [ RFC6346] as
specified in [MAP-T] in order to deal with an |IPv4 address shortage.

3.1.2. DNS64 Depl oynent

DNS64 [ RFC6147] is recomended for use in conbination with statefu
NAT64, and it will likely be an essential part of an |IPv6 single-
stack network that couples to the IPv4d Internet. 464XLAT [ RFC6877]
can enabl e access of |IPv4-only applications or applications that cal
IPv4 literal addresses. Using DNS64 will help 464XLAT to
autonmatical ly di scover NAT64 prefixes through [ RFC7050]. Berkel ey

I nternet Nanme Daenon (BIND) software supports that function. [It’'s
important to note that DNS64 generates the synthetic AAAA reply when
services only provide A records. Operators should not expect to
access | Pv4 parts of a dual-stack server using NAT64/ DNS64. The
traffic is forwarded on I Pv6 paths if dual -stack servers are
targeted. |IPv6 traffic nay be routed around rather than going
through NAT64. Only the traffic going to IPv4-only services woul d
traverse the NAT64 translator. In sone sense, it encourages |Pv6
usage and Iimts NAT translation conpared to enpl oyi ng NAT44, where
all traffic flows have to be translated. |In sonme cases, NAT64- CG\s
may serve double roles, i.e., as a translator and I Pv6 forwarder. In
nmobi | e networks, NAT64 nay be depl oyed as the default gateway serving
all the IPve traffic. The traffic heading to a dual -stack server is
only forwarded on the NAT64. Therefore, both IPv6 and | Pv4 are
suggested to be configured on the Internet-facing interfaces of
NAT64. W tested on the top 100 websites (referring to [Al exa]
statistics). 43% of websites are connected and forwarded on NAT64
since those websites have both AAAA and A records. Wth expansion of
| Pv6 support, the translation process on NAT64 will [|ikely becone

| ess inmportant over time. It should be noted that the DNS64- DNSSEC

i nteraction [ RFC6147] may inpact validation of Resource Records
retrieved fromthe DNS64 process. |In particular, DNSSEC validation
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will fail when DNS64 synthesizes AAAA records where there is a DNS
query received with the "DNSSEC K" (DO bit set and the "Checking
Di sabl ed" (CD) bit set.

3.1.3. NAT64 Pl acenent

Al'l connections to | Pv4 services fromIPv6-only clients nust traverse
the NAT64-CGN. It can be advantageous fromthe viewpoint of

troubl eshooting and traffic engineering to carry the IPv6 traffic
natively for as long as possible within an access network and

transl ate packets only at or near the network egress. NAT64 may be a
feature of the Autononous System (AS) border in fixed networks. It
may be deployed in an | P node beyond the Gateway GPRS Support Node
(GGSN) or Packet Data Network Gateway (PDN-GWN in nobile networks or
directly as part of the gateway itself in some situations. This

all ows consistent attribution and traceability within the service
provi der network. |t has been observed that the process of
correlating log information is problematic fromnultiple vendors

equi pnment due to inconsistent fornats of log records. Placing NAT64
in a centralized location nmay reduce diversity of |Iog fornmat and
sinmplify the network provisioning. Moreover, since NAT64 is only
targeted at serving traffic flows fromIPv6 to | Pv4-only services,
the user traffic volune should not be as high as in a NAT44 scenari o,
and therefore, the gateway's capacity in such a |location may be | ess
of a concern or a hurdle to deploynent. On the other hand, placenent
in a centralized fashion would require nore strict high-availability
(HA) design. It would al so make geol ocati on based on | Pv4 addresses
rather inaccurate as is currently the case for NAT44 CGNs al ready
depl oyed in ISP networks. Mre considerations or workarounds on HA
and traceability can be found in Sections 4 and 5.

3.1.4. Coexistence of NAT64 and NAT44

NAT64 will likely coexist with NAT44 in a dual -stack network where

| Pv4 private addresses are allocated to customers. The coexistence
has al ready been observed in nobile networks, in which dual -stack
nmobi | e phones normally initiate sonme dual -stack PDN PDP Type

[ RFC6459] to query both IPv4/1Pv6 addresses and | Pv4-all ocated
addresses (which are very often private ones). [RFC6724] al ways
prioritizes I Pv6 connections regardl ess of whether the end-to-end
path is native IPv6 or IPv6 translated to I Pv4 via NAT64/ DNS64.
Conversely, a "Happy Eyeballs" [RFC6555] algorithmw |l direct some
IP flows across |IPv4 paths. The selection of |Pv4/lPv6e paths may
depend on particular inplenentation choices or settings on a host-by-
host basis, and it may differ froman operator’s deterministic
schene. CQur tests verified that hosts may find thensel ves sw tching
between 1 Pv4 and I Pv6 paths as they access identical services, but at
different tinmes [COEXIST]. Since the topology on each path is
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potentially different, it nmay cause unstabl e user experience and sone
degradation of Quality of Experience (QE) when falling back to the

other protocol. It’s also difficult for operators to find a solution
to nake a stable network with optimal resource utilization. In
general, it’s desirable to figure out the solution that wll

i ntroduce |1 Pv6/IPv4 translation service to | Pv6-only hosts connecting
to I Pv4 servers, while nmaking sure dual -stack hosts have at |east one
address fanily accessible via native service if possible. Wth the
end-to-end native | Pv6 environnent avail able, hosts should be
upgraded aggressively to migrate in favor of 1Pv6 only. There are
ongoing efforts to detect host connectivity and propose a new DHCPv6
option [ CONN- STATUS] to convey appropriate configuration information
to the hosts.

3.2. NAT64- FE Consi derati on

Some Internet Content Providers (1CPs) may |ocate NAT64 in front of
an Internet Data Center (IDC), for exanple, co-located with a | oad-
bal anci ng function. Load bal ancers are enployed to connect different
IP fanmily domains and distribute workl oads across nultiple domains or
internal servers. |n sonme cases, |Pv4 address exhaustion rmay not be
a problemin an IDC s internal network. |Pv6 support for somne
applications may require increased i nvestnment and workl oad, so | Pv6
support may not be a priority. NAT64 can be used to support

wi despread | Pv6 adoption on the Internet while maintaining access to
| Pv4-only applications.

Different strategies have been described in [ RFC6883]; they are

referred to as "inside out” and "outside in". An |IDC operator may
i npl ement the follow ng practices in the NAT64- FE networ ki ng
scenari o.

o Some | CPs who already have satisfactory operational experience
m ght adopt single-stack I Pv6 operation in building data center
net wor ks, servers, and applications, as it allows new services to
be delivered w thout having to consider |Pv4d NAT or the address
limtations of |IPv4 networks. Stateless NAT64 [ RFC6145] can used
to provide services for IPv4-only custonmers. [SIIT] has provided
further descriptions and gui delines.

o0 ICPs who attenpt to offer custoners |Pv6 support in their
application farns at an early stage will likely run proxies, |oad
bal ancers, or translators that are configured to handl e inconing
| Pv6 fl ows and proxy themto | Pv4 back-end systenms. Many | oad
bal ancers integrate proxy functionality. |Pv4 addresses
configured in the proxy may be multiplexed |ike a stateful NAT64
translator. A simlar challenge exists as nore users with |IPv6
connectivity access |IPv4 networks. High |oads on | oad bal ancers
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4.

4,

may be apt to cause additional |atency, |Pv4 pool exhaustion, etc.
Therefore, this approach is only reasonable at an early stage.

| CPs may enpl oy dual stack or | Pv6 single stack in a further
stage, since native IPv6 is frequently nore desirable than any of
the transition solutions.

[ RFC6144] recomends that AAAA records of | oad bal ancers or
application servers can be directly registered in the authoritative
DNS servers. In this case, there is no need to depl oy DNS64 nane
servers. Those AAAA records can point to natively assigned | Pv6
addresses or |Pv4-converted | Pv6 addresses [ RFC6052]. Hosts are not
aware of the NAT64 translator on the communication path. For testing
pur poses, operators could enpl oy an independent subdonmin, e.g.

i pv6exp. exanpl e.com to identify experinental |Pv6 services to users.
How to design the Fully Qualified Domain Name (FQDN) for the |IPv6
service is outside the scope of this docunent.

High Availability
1. Redundancy Design

H gh Availability (HA) is a major requirement for every service and
networ k service. Deploying redundancy nechanisns is essential to
avoiding failure and significantly increasing the network
reliability. |It's useful not only to stateful NAT64 cases but al so
to statel ess NAT64 gat eways.

Three redundancy nodes are mainly used: Cold Standby, Warm Standby,
and Hot Standby.

0 Cold Standby HA devices do not replicate the NAT64 states fromthe
primary equi pment to the backup. Adninistrators switch on the
backup NAT64 only if the primary NAT64 fails. As a result, all
exi sting established sessions through a failed translator will be
di sconnected. The translated flows will need to be recreated by
end systens. Since the backup NAT64 is manually configured to
switch over to active NAT64, it may have unpredictable inpacts to
t he ongoi ng servi ces.

0o Warm Standby is a flavor of the Cold Standby node. Backup NAT64
woul d keep running once the primary NAT64 is working. This nakes
Warm St andby | ess tinme-consuning during the traffic failover. The
Vi rtual Router Redundancy Protocol (VRRP)[RFC5798] can be a
solution to enabl e automati c handover during Warm Standby. During
testing, the handover took a nmaxi numof 1 minute if the backup
NAT64 had to take over routing and reconstruct the Binding
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Informati on Bases (BIBs) for 30 nmllion sessions. |n the
depl oynent phase, operators coul d bal ance | oads on distinct NAT64
devi ces. Those NAT64 devi ces nake a warm backup of each other

0 Hot Standby must synchroni ze the Bl Bs between the prinmary NAT64
and backup. Wen the prinary NAT64 fails, the backup NAT64 takes
over and nmaintains the state of all existing sessions. The
internal hosts don’t have to reconnect the external hosts. The
handover tinme is extrenely reduced. During testing that enployed
Bi di rectional Forwarding Detection (BFD) [ RFC5880] comnbined with
VRRP, a handover tine of only 35 nms for 30 mllion sessions was
observed. Under ideal conditions, Hot Standby depl oynents coul d
guarantee the session continuity for every service. |In order to
transmit session states in a tinmely manner, operators nmay have to
depl oy extra transport |inks between the prinmary NAT64 and the
di stant backup. The scale of synchronization of the data instance
depends on the particul ar deploynment. For exanple, if a NAT64- CGN
serves 200, 000 users, an average anmount of 800, 000 sessions per
second is a rough estimate of the newy created and expired
sessions. A physical 10 Ghit/s transport link nmay have to be
depl oyed for the sync data transm ssion considering the amount of
sync sessions at the peak and the capacity redundancy.

In general, Cold Standby and Warm St andby are sinpler and | ess
resource intensive, but they require clients to re-establish sessions
when a failover occurs. Hot Standby increases resource consunption
in order to synchronize state, but it potentially achieves seanl ess
handover. For statel ess NAT64, considerations are sinple because
state synchroni zation is unnecessary. Regarding stateful NAT64, it
may be useful to investigate the perfornance tol erance of
applications and the traffic characteristics in a particular network.
Sone test results are shown in the Appendi x A

Qur statistics in a nobile network shown that al nost 91.21% of
traffic is accounted by HTTP/HTTPS services. These services
generally don't require session continuity. Hot Standby does not

of fer nmuch benefit for those sessions on this point. In fixed

net wor ks, HTTP stream ng, P2P, and online ganes woul d be the ngjor
traffic beneficiaries of Hot Standby replication [C sco-VN].

Consi derati on should be given to the inportance of maintaining

bi ndi ngs for those sessions across failover. Operators may al so
consi der the Average Revenue Per User (ARPU) when depl oying a

sui tabl e redundancy node. Warm Standby may still be adopted to cover
nost services, while Hot Standby could be used to upgrade the Quality
of Experience (QE) and using DNS64 to generate different synthetic
responses for limted traffic or destinations. Further

consi derations are discussed at Section 6.
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4.2. Load Bal anci ng

Load bal ancing is used to acconpany redundancy design so that better
scalability and resiliency can be achieved. Stateless NAT64s al | ow
asymmetric routing, while anycast-based sol utions are reconended in
[ MAP- DEPLOY]. The depl oynent of |oad bal anci ng may nmake nore sense
to stateful NAT64s for the sake of avoiding single-point failures.

Si nce the NAT64- CGN and NAT64- FE have distinct facilities, the
following lists the considerations for each case.

0 NAT64-CGN nornal |y doesn’t inplenent |oad-balancing functions;
they may be inplenented in other dedicated equi pnent. Therefore,
t he gateways have to resort to DNS64 or an internal host’'s
behavior. Once DNS64 is deployed, the |oad bal anci ng can be
performed by synthesizing the AAAA response with different |Pv6
prefixes. For the applications not requiring a DNS resol ver,
internal hosts could learn multiple IPv6 prefixes through the
approaches defined in [ RFC7050] and then sel ect one based on a
gi ven prefix selection policy.

0 A dedicated | oad bal ancer could be deployed at the front of a
NAT64- FE farm The | oad bal ancer could use proxy node to redirect
the flows to the appropriate NAT64 instance. Stateful NAT64s
require a determnistic pattern to arrange the traffic in order to
ensur e out bound/inbound flows traverse the identical NAT64.
Therefore, static scheduling algorithns, for exanple, a source-
address-based policy, is preferred. A dynam c algorithm for
exanpl e, Round- Robi n, nmay have inpacts on applications seeking
session continuity, which are described in Table 1

5. Source- Address Transparency

5.1. Traceability

Traceability is required in many cases, such as neeting accounting
requirenents and identifying the sources of nalicious attacks.
Qperators are asked to record the NAT64 |log information for specific
periods of time. |In our lab testing, the log information from

200, 000 subscribers was collected froma stateful NAT64 gateway for
60 days. Syslog [ RFC5424] has been adopted to transnmit | og nessages
fromNAT64 to a | og station. Each |og nessage contains the transport
protocol, source |Pv6 address:port, translated |IPv4 address:port, and
tinmestanp. It takes alnost 125 bytes in ASCII format. 1t has been
verified that the rate of traffic flowis around 72,000 flows per
second, and the volunme of recorded information reaches up to 42.5
terabytes in the raw format. The volume is 29.07 terabytes in a
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conpact format. At scale, operators have to build up dedicated
transport links, storage systens, and servers for the purpose of
managi ng such | oggi ng.

There are al so several inprovenents that can be nade to nitigate the
i ssue. For exanple, stateful NAT64 could be configured with the bul k
port allocation nethod. Once a subscriber creates the first session
a nunber of ports are pre-allocated. A bulk allocation nessage is

| ogged indicating this allocation. Subsequent session creations wll
use one of the pre-allocated ports and hence do not require | ogging.
The I og volume in this case may be only one thousandth of that of
dynanmic port allocation. Sone inplenentations nay adopt static port-
range all ocations [DET-CGN\] that elininate the need for per-
subscriber logging. As a side effect of those nethods, the | Pv4

mul ti plexing efficiency is decreased. For exanple, the utilization
ratio of public |IPv4 addresses drops to approxi mately 75% when the
NAT64 gateway is configured with bulk port allocation. (The lab
testing allocates each subscriber with 400 ports.) |In addition
port-range-based allocation should consider port randoni zation as
described in [ RFC6056]. The trade-off anong address mnultipl exing
efficiency, |ogging storage conpression, and port allocation

conmpl exity shoul d be considered. More discussions can be found in

[ PORT- ALLOC]. The decision can bal ance usable |IPv4 resources agai nst
investnents in | og systens.

5.2. Ceol ocation

| P addresses are usually used as inputs to geol ocation services. The
use of address sharing prevents these systens fromresolving the

| ocation of a host based on I P address alone. Applications that
assune such geographic informati on may not work as intended. The
possi ble solutions listed in [ RFC6967] are intended to bridge the
gap. However, those solutions can only provide a suboptinma
substitution to solve the problemof host identification; in
particular, it may not solve today’s problenms with source
identification through translation. The following lists current
practices to mtigate the issue.

0 Operators who adopt NAT64-FE may | everage the application-|ayer
proxi es, e.g., X-Forwarded-For (XFF) [RFC7239], to convey the |Pv6
source address in HITP headers. Those nmessages woul d be passed on
to web servers. The log parsing tools are required to be able to
support | Pv6 and nay | ookup RADI US servers for the target
subscri bers based on | Pv6 addresses included in XFF HTTP headers.
XFF is the de facto standard that has been integrated in nost |oad
bal ancers. Therefore, it may be superior to use in a NAT-FE
environnment. On the downside, XFF is specific to HITP. It
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restricts usage so that the solution can't be applied to requests
made over HTTPS. This nakes geol ocation problematic for HITPS-
based services

0 The NAT64- CGN equi pnent may not inplenent XFF. Geol ocation based
on shared | Pv4 addresses is rather inaccurate in that case.
Qperators coul d subdivide the outside | Pv4 address pool so an | Pv6
address can be transl ated depending on the | Pv6 subscriber’s
geographi cal locations. As a consequence, location information
can be identified froma certain |IPv4d address range. [RFC6967]
al so enunerates several options to reveal the host identifier
Each solution likely has its own specific usage. For the
geol ocation systens relying on a RADI US dat abase [ RFC5580], we
have investigated delivering NAT64 BIBs and Session Table Entries
(STEs) to a RADI US server [NAT64-RADIUS]. This nmethod could
provi de a geol ocation systemwi th an internal |Pv6 address to
identify each user. It can be paired with [RFC5580] to convey the
original source address through the sane nessage bus.

6. Quality of Experience
6.1. Service Reachability

NAT64 is providing a translation capability between |IPv6 and | Pv4 end
nodes. In order to provide reachability between two | P address
fam |l ies, NAT64-CGN has to inplenent appropriate application-aware
functions, i.e., Application Layer Gateways (ALGs), where address
translation is not sufficient and security nmechani sms do not render
the functions infeasible. Mst NAT64-CGNs mainly provide FTP-ALG

[ RFC6384]. NAT64-FEs may have functional richness on the | oad

bal ancer; for exanple, HITP-ALG HITPS-ALG RTSP-ALG and SMIP- ALG
have been supported. Those application protocols exchange |P address
and port paranmeters within a control session, for exanple, using the
"Via" field in a HITP header, "Transport" field in an RTSP SETUP
message, or "Received:" header in a SMIP nessage. ALG functions will

detect those fields and nake | P address translations. |t should be
noted that ALGs may i npact the perfornmance on a NAT64 box to some
extent. [|SPs as well as content providers m ght choose to avoid

situations where the inposition of an ALG might be required. At the
same time, it is also inmportant to rem nd custonmers and application
devel opers that |1 Pv6 end-to-end usage does not require ALG inposition
and therefore results in a better overall user experience.

The service reachability is also subject to the | Pv6 support in the
client side. W tested several kinds of applications as shown in the
below table to verify the I Pv6 support. The experiences of sone
applications are still aligned with [ RFC6586]. For exanple, we
tested P2P file sharing and streani ng applications including eMil e
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v0. 50a, Thunder v7.9, and PPS TV v3.2.0. It has been found there are
sonme software issues with the support of IPv6 at this tine. The
application software woul d benefit from 464XLAT [ RFC6877] until the
software adds | Pv6 support. A SIP-based voice call has been tested
in the LTE nobile environnent as specified in [IR 92]. The voice
call failed due to the lack of NAT64 traversal when an |IPv6 S|P user
agent comunicates with an IPv4 SIP user agent. |In order to address
the failure, Interactive Connectivity Establishment (ICE) as
described in [RFC5245] is reconmended to be supported for the SIP

I Pv6 transition. [RFC6157] describes both signaling and the nedia-

| ayer process, which should be followed. |In addition, it is worth
noting that ICE is not only useful for NAT traversal, but also for
firewall [RFC6092] traversal in a native | Pv6 depl oynent.

Different | Psec nodes for VPN services have been tested, including

| Psec Aut hentication Header (AH) and | Psec Encapsul ati ng Security
Payl oad (ESP). 1t has been shown that |Psec AH fails because the
destination host detects the | P header changes and invalidates the
packets. |1Psec ESP failed in our testing because the NAT64 does not
translate | Psec ESP (i.e., protocol 50) packets. It has been
suggested that |Psec ESP woul d succeed if the IPsec client supports
NAT traversal in the Internet Key Exchange Protocol (1KE) [RFC3947]
and uses | Psec ESP over UDP [ RFC3948].

Table 1: The Tested Applications

Umplication 1 hesults and lssues Found |
| Veb service | Mostly pass: some failures due to [Pva literals |
[Instant Message | Mostly fail: software can't support IPv6 |
| s | Mostiy pass for web.based games; mostiy fail for |

| | standal one ganes due to the lack of |IPv6 support
| | in software |

e o m o e e e e e +
| SIP VolP | Fail, due to the |l ack of NAT64 traversal |
oo o m e e e e e oo +
| 1Psec VPN | Fail; the translated | Psec packets are invalidated
S o e m e e e e e e e e e e e e e e e e e e e e e e e e e e +
| P2P file sharing| Mstly fail; software can’'t support | Pv6, |
| and stream ng | e.g., eMule, Thunder, and PPS TV |
oo o m o e e oo +
| FTP | Pass

e e +
| Emai | | Pass |
S o e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo +

Chen, et al. I nf or mat i onal [ Page 12]



RFC 7269 NAT64 Experience June 2014

6. 2. Resource Reservation

Session status normally is nanaged by a static tinmer. For exanple,
the value of the "established connection idle-tinmeout" nust not be

|l ess than 2 hours 4 mnutes [ RFC5382] for TCP sessions and 5 minutes
for UDP sessions [RFC4787]. In sone cases, NAT resources nay be
significantly consuned by largely inactive users. The NAT and ot her
customers would suffer fromservice degradati on due to port
consunption by other subscribers using the same NAT64 device. A
flexi bl e NAT session control is desirable to resolve these issues.
The Port Control Protocol (PCP) [RFC6887] could be a candidate to
provi de such capability. A NAT64-CCN should integrate with a PCP
server to allocate avail able | Pv4 address/port resources. Resources
could be assigned to PCP clients through PCP MAP/ PEER node. Doing so
m ght inprove user experiences, for exanple, by assigning different
sizes of port ranges for different subscribers. Those mechanisns are
al so hel pful to mininmze ternmnal battery consunption and reduce the
nunber of keep-alive nessages sent by nobile term nal devices.

Subscri bers can al so benefit fromnetwork reliability. |t has been
di scussed that Hot Standby offers a satisfactory experience after

out age of the primary NAT64 has occurred. Operators may rightly be
concerned about the considerable investnment required for NAT64

equi pnent relative to |l ow ARPU. For exanple, transport |inks nay be
expensi ve, because the prinmary NAT64 and the backup are nornally

| ocated at different |ocations, separated by a relatively |arge

di stance. Additional cost would be incurred to ensure the
connectivity quality. However, that may be necessary to applications
that are del ay-sensitive and seek session continuity, for exanple,
online ganes and |live streaming. Qperators nay be able to get added
val ue fromthose services by offering first-class services. The
service sessions can be pre-configured on the gateway to Hot Standby
node dependi ng on the subscriber’s profile. The rest of the sessions
can be covered by Cold or Warm St andby.

7. MIU Consi derations

| Pv6 requires that every link in the Internet have a Maxi num
Transmi ssion Unit (MIU) of 1280 octets or greater [RFC2460].
However, if NAT64 translation is deployed, sone |Pv4 MIU constrai ned
link will be used in a comrunication path and the originating |Pv6
nodes nmay therefore receive an | CMP Packet Too Big (PTB) nessage,
reporting a Next-Hop MIU | ess than 1280 bytes. The result would be
that | Pv6 allows packets to contain a fragnentati on header, without
t he packet being fragnented into multiple pieces. A NAT64 woul d
receive I Pv6 packets with a fragnmentati on header in which the "M
flag is set to 0 and the "Fragnent Ofset” is set to 0. Those
packets likely inpact other fragnents al ready queued with the sane
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set of {IPv6 Source Address, |Pv6 Destination Address, Fragnent
Identification}. |If the NAT64 box is conpliant with [RFC5722], there
is arisk that all the fragments will have to be dropped

[ RFC6946] di scusses how this situation could be exploited by an
attacker to perform fragmentation-based attacks and al so proposes

i mproved handling of such packets. It requires enhancenents on NAT64
gateway inplenmentations to isolate the processing of packets. NAT64
devi ces should follow the reconmendati ons and take steps to prevent
the risks of fragnmentation

Anot her approach that potentially avoids this issue is to configure
the I1Pv4 MIU to nore than 1260 bytes. This would prevent getting a
PTB nessage for an MIU snall er than 1280 bytes. Such an operationa
consideration is hard to universally apply to the legacy "I Pv4
Internet" that is bridged by NAT64-CGNs. However, it's a feasible
approach in NAT64- FE cases, since an | Pv4 network NAT64-FE is rather
wel | -organi zed and operated by an |1 DC operator or content provider
Therefore, the MIU of an I Pv4 network in NAT64-FE case is strongly
recomended to be set to nore than 1260 bytes.

8. ULA Usages

Uni que Local Addresses (ULAs) are defined in [ RFC4193] to be
renunbered within a network site for |ocal communications. Operators
may use ULAs as NAT64 prefixes to provide site-local |Pv6e
connectivity. Those ULA prefixes are stripped when the packets go to
the I1Pv4 Internet; therefore, ULAs are only valid in the IPv6 site.
The use of ULAs could help in identifying the translation traffic.

[ ULA- USAGE] provides further guidance on using ULAs.

We configure ULAs as NAT64 prefixes on a NAT64-CGN. If a host is
assigned with only an I Pv6 address and connected to a NAT64- CGN, when
it connects to an IPv4 service, it would receive a AAAA record
generated by the DNS64 with the ULA prefix. A d obal Unicast Address
(QUA) will be selected as the source address to the ULA destination
address. \When the host has both |Pv4 and | Pv6 addresses, it would
initiate both A and AAAA record | ookup, then both the original A
record and DNS64-generated AAAA record would be received. A host
that is conpliant with [RFC6724] will never prefer a ULA over an | Pv4
address. An IPv4 path will always be selected. It may be

undesi rabl e because the NAT64-CGN wi || never be used. Operators nmay
consi der adding additional site-specific rows into the default policy
table for host address selection in order to steer traffic flows

t hrough the NAT64-CGN. However, it involves significant costs to
change a ternminal’s behavior. Therefore, it is not suggested that
operators configure ULAs on a NAT64- CGN

Chen, et al. I nf or mat i onal [ Page 14]



RFC 7269 NAT64 Experience June 2014

10.

ULAs can’'t work when hosts transit the Internet to connect with
NAT64. Therefore, ULAs are not applicable to the case of NAT64-FE

Security Considerations

Thi s docunent presents the depl oynent experiences of NAT64 in CGN and
FE scenarios. |In general, RFC 6146 [ RFC6146] provides TCP-tracking,
addr ess-dependent filtering nmechanisns to protect NAT64 from

Di stributed Denial of Service (DDoS). In NAT64-CGN cases, operators
coul d al so adopt uni cast Reverse Path Forwardi ng (uRPF) [ RFC3704] and
bl acklisting and whitelisting to enhance security by specifying
access policies. For exanple, NAT64-CGN should forbid establishing
NAT64 BI B for incomng | Pv6 packets if they do not pass the uRPF
check in Strict or Loose node or if their source |Pv6 address is

bl ackl i st ed.

Stateful NAT64-FE creates state and maps that connection to an
internally facing I Pv4 address and port. An attacker can consune the
resources of the NAT64- FE devi ce by sendi ng an excessive nunber of
connection attenpts. Wthout a DDoS linmitation nechanism the
NAT64- FE i s exposed to attacks. The load bal ancer is recomended to
enabl e the capabilities for line-rate DDOS defense, such as the

enpl oynent of SYN proxy/cookie. 1In this case, division of the
security domain is necessary as well. Therefore, |oad bal ancers
could not only optimze the traffic distribution but also prevent
service fromquality deterioration due to security attacks

The DNS64 process will potentially interfere with the DNSSEC
functions [ RFC4035], since the DNS response is nodi fied and DNSSEC
intends to prevent such changes. Morre detailed discussions can be
found in [ RFC6147].
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Appendi x A.  Test Results for Application Behavior

W tested several application behaviors in a |lab environnent to

eval uate the inpact when a prinmary NAT64 is out of service. In this
testing, participants were asked to connect an IPv6-only WFi network
using |l aptops, tablets, or nobile phones. NAT64 was depl oyed as the
gateway to provide Internet service. The tested applications are
shown in the table below. Cold Standby, Warm Standby, and Hot
Standby were each tested. The participants may have experienced
service interruption due to the NAT64 handover. Different
interruption intervals were tested to gauge application behaviors.
The results are shown bel ow

Tabl e 2: The Acceptabl e Delay of Applications

e o e e e e e e e e m o Fom e e e e e e e e e mea oo +
| Application | Acceptable Interrupt | Session Continuity |

| Recovery | |
e N S +
| Web browsing | Maxi mum of 6 s | No |
T R T +
| HTTP streaming | Maxi mumof 10 s (cache)| Yes |
S o e e e e e e e e e e e e m o o e e e e e e e e +
| Ganes | 200-400 s | Yes |
e S S +
| P2P file sharing| 10-16 s | Yes |
| and stream ng | | |
e o e e e e e e e e m o Fom e e e e e e e e e mea oo +
| I'nstant Message| 1 minute | Yes |
S o e e e e e e e e oo - o o e e e e e e e e oo +
| Enail | 30 s | No |
S S Fom e e eeeeeieaaaaaan +
| Downl oadi ng | 1 minute | No |
e o e e e e e e e e m o Fom e e e e e e e e e mea oo +
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